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Resources

Manuals

New FLO-2D Models come with a hard copy of the manuals as
well as an electronic copy on the CD. Updates and Annual Sub-
scriptions include only the electronic version of the manual. The
available manuals include:

FI.O-2D Reference Manual

The Reference Manual provides an overview of 2-di-
mensioal flood routing. Modeling theotry and the FLO-
2D system are discussed. There are some instructional
comments and modeling parameter data including sedi-
ment transport, roughness and infiltration.

Data Input Manual

The data input manual contains descriptions of all mod-
eling input variable parameters. There are instructions
for installation and getting started as well as for using
the pre-processor and post-processor programs. The
manual also contians information about data limitations,
output files and a trouble shooting,

GDS Manual

This manual contains a description of the GDS compo-
nents and all the graphic tool commands. It also has a
getting started section to help set up a grid system for an
overland flow model and a detailed description of creat-
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ing a rainfall simulation.

Mapper Manunal

This manual contains a description of the MAPPER
components and tools. It has detailed instruction on
creating hazard maps.

Mapper Net Manual

This manual contains a description of the Mapper_Net
components and tools.

Lessons and Tutorials

. The FLO-2D Software package comes with workshop lessons
and tutorials to help the user utilize the many components and
features. These include:

Workshop Lessons

Lesson 1: Getting Started GDS

Lesson 2: Detailed Grid System Attributes GDS
Lesson 3: Channel GDS

Lesson 4: HEC-RAS Cross Section Conversion
Lesson 5: PROFILES

Lesson 6: MAPPER

Tutorials

1. FLOENVIR Rainfall Tutorial
2. FLOENVIR Street Tutorial
. 3. GDS Create a Detention Basin Tutorial

9
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Power Point Presentations

All Power Point presentations that are used in FLO-2D short
courses are available on the model CD. These Power Point pre-
sentations cover almost every feature of the FLLO-2D modeling
system
\
|

Website - www.fo-2d.com

The FLLO-2D website contains extensive information about lood
modeling. You can also purchase models, updates and subscrip-
tion services.

Updates to the FLO-2D programs are posted at the website fre-

. quently (at least once a month). We recommend that you check
for new updates to the FLO-2D model and its processor pro-
grams prior to starting a new project.

FLO-2D License

The FLO-2D model license can be reviewed in the FLO-2D
subdirectory. Basically it states that the FLO-2D model can be
loaded on any computer in the office of purchase. The license
permits the use of the software by the licensee or its employees
on any and all computers located at the office of purchase. The
license does not include the right to copy or distribute the FLO-
2D Licensed Software outside the office of purchase. The license
does not permit the use of the FLO-2D model on a laptop or
. portable computer outside of the office of purchase.

[S%)
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ESRI MapObjects GIS

The GDS and Mapper programs have ESRI MapObjects® GIS
controls embedded in the programs. One ESRI MapObjects®
user license 1s granted with each purchase of the FLO-2D model.
The GDS or Mapper programs with the MapObjects®” tools can
only used on one computer at a time. For most offices this use
limitation should not restrict application of the GDS or Map-
per processor programs as these programs are only required
when creating and editing the grid system attributes or viewing
the FLLO-2D model results. If you anticipate that you will have
multiple computers with the GDS and Mapper in use at the same

time, you can putchase additional MapObjects® licenses at the
FLO-2D website.

ESRI Runtime Engine for Mapper.NET

Mapper_NET_2009 will create high resolution flood hazard con-
tour maps. It is integrated with ArcGIS Engine and has unique
mapping features and tools including break-lines to control con-
tour generation. The Mapper_ NET installation requires having a
license for both ArcGIS” desktop and ArcGIS® 3D Analyst. Arc-
GIS Engine Runtime 9.2 must also be obtained from ESRI and
installed. To install the ArcGIS Engine Runtime 9.2, the NET
Framework 2.0 must already available on the computer. If it is
necessary to install ArcGIS Engine Runtime 9.2 on your com-
puter, see the document Mapper NET Installation.doc.

Resources



FLO-2D Suite of Programs

F1.O-2D
Two dimensional floodrouting model for river and un-

confined flooding.

GDS
Graphical interface program for creating F1.LO-2D grid
systems and for graphically editing model data.

MAPPER
Mapping software to display FLO-2D results.

Riverl".O-2D
A high resolution, finite element flood routing model for
in-channel 2-D flows.

MAPPER_NET
Integrated GIS mapping program with higher resolution
map controls.

DFIRM
This software generates FEMA submittal-ready DFIRM
maps directly from the FLLO-2D results.

FreqPlot
Flood peak discharge and rainfall frequency analysis
software that allows comparison of different frequency
distributions.
5
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Set-up

Computational Requirements

FLO-2D 1s compatible with the MS-Windows™ operat-
ing systems including the newer versions of Windows
Vista®. Recommended minimum computer require-
ments are 4 gb RAM and 500 MB of available hard disk
space. Projects with a large grid system (> 100,000 cells)
can put a significant demand on computer resources.

Installation

To install the FLO-2D software package onto the com-
puter hard drive, load the CD or copy the installation
. files to your computer and wait for the installation to
begin. If the installation wizard does not automati-
cally start, locate the SETUP.EXE file with an explorer
program and double click on it. The default installa-
tion subditectory for the model files is C:\ Program Files\
FI.O-2D. The FLO-2D model, the manuals, tutotials,
workshops, powerpoint presentations and all the proces-
sor programs are loaded into the FLO-2D subdirectory.
The final step of installation 1s software activation. If
you did not recetve an activation key, email us at activa-

tion(@flo-2d.com.

Un-install

You can remove the FLLO-2D program and all of its at-
. tendant software from your computer using the standard

;
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Set-up

Windows Remove Program procedure. From the con-
trol panel, run the Remove Programs utility and remove
FLO-2D. The FLO-2D folder including example proj-
ects and flo_help will still be in the Program Files folder.
To complete the un-install process, delete the FLO-2D
subdirectory from the Program Files Folder.
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General Overview

The Basics

FLO-2D was written in Fortran 95 computer language. There are
other coding languages embedded in the model. Depending on
your computer speed, project application and flood duration, the
flood simulation might have a runtime ranging from 5 minutes to
more than a day. The code has been optimized for both 32-bit
and 64-bit multiple processor computers. Virtually any Windows
computer will suffice, but faster and bigger 1s better.

There are several processor programs that can be used to graphi-

. cally create or edit spatial variability in the data base. To generate
the basic data files and graphically edit the data, the grid developer
system (GDS) program should be used. The FLOENVIR and
PROFILES programs are also use for data editing. The graphical
user interface (GUI) was developed to simplify the ASCII text
data input and access the FLO-2D system.

New Features and Enhancements

New model components and features are added to the FLLO-2D
model system with each new release approximately every 15 to
18 months. Between new releases, updates, minor enhancements
and bug fixes are posted to the website, typically on a monthly
basis. New features may include new components such as MOD-
FLOW groundwater modeling, dam or levee breach erosion, or
optimization for multiple processors. See the website for the new
. features in the next version.

Overview
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Porting From Version 2007 to Version 2009

There are very few changes to convert Version 2007 data files to
the Version 2009. Except for initialization of the groundwater

model MODFLOW switch in CONT.DAT and the new CHAN-
BANK.DAT file, all the changes involve optional data or compo-

nents. The optional data file revisions do not require any 2007
data files modifications for the FLO-2D model to run.

CONT.DAT

Surface water/groundwater interaction can now be simu-
lated at runtime through the integration with the MOD-
FLLOW groundwater model. The new switch parameter
to initiate the groundwater model is IMODFLOW at the
end of line 3 after the ISED parameter. For the “no
groundwatetr” default set IMODFLOW = 0.

For surface water/groundwater modeling, review the
required MODFLOW parameters in the MODFLOW.
DAT file in the Data Input Manual.

CHAN.DAT

Overview

The most important model revision is the elimination of
the IQDIR channel direction from the CHAN.DAT file.
The data input change was automated 1n the GDS and
FLOENVIR. The required data revision is as follows:

Delete IQDIR from Line 2. This can be done manually,
but it 1s only necessary to open and save the CHAN.
DAT in the GDS or FLOENVIR and the IQDIR vari-
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able will be eliminated. A new data file CHANBANK.
DAT 1s generated to replace the IQDIR parameter. This
file contains the left and right bank channel elements
and 1t is automatically generated when the channel is
saved in the GDS and FLOENVIR. After the CHAN-
BANK.DAT is generated, it may be necessary to make
some minor adjustments to the automated selection of
the right banks. Again this can be done graphically in
the GDS or FLOENVIR.

Optional Data File Revisions

Levee fragility curves can be assigned in the BREACH.
DAT file and the global and individual fragility curve as-
. sighment to the levee elements is accomplished in the
LEVEE.DAT file. The new levee fragility curve data 1s
appended to the each file. Refer to the respective data
file descriptions to input the fragility curve parameters.

Three new output files are now generated:

FPINFILTRATION.OUT - Total cumulative infiltra-

{ Additional Output Files
|
|
1
‘ tion by grid element.

VELTIMEC.OUT and VELTIMEFP.OUT - Maximum
velocity and time of occurrence in descending order for
the channel and floodplain respectively.

10
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Porting data files from earlier versions of the F1.O-2D model

Data files from model version 2004 and eatlier requires
that the data files first be updated to Version 2006 format
to be able to make the simple changes to Version 2009.
For data files versions prior to 2000, it is suggested that
the data files be edited directly by referring to the Ver-
sion 2009 Data Input Manual and using an ASCII text
editor. There is a program available from the website
www.flo-2d.com to convert data files from Version 2004
to Version 2006. As a final check, it recommended that
the data files be compared with the Version 2009 Data
Input Manual.

|
Overview




Getting Started

What data is required?
DTM Data

To start a FLLO-2D model outline the project area and
compile available mapping, imagery and digital terrain
model (DTM) data. The imagery and DTM points must
have the same coordinate system. If aerial imagery or
digital topo maps are not provided with the project, you
may be able to purchased then through the internet. The
most common formats for digital imagery are *.tif, *.sid

. and *.jpg files and these must have corresponding world
files (e.g. *.tfw, *.sdw and *.,jgw). If photogrametric or
LIDAR data are not available, DEM data can be used.
Elevation data formats that are accepted by the GDS are
ASCII x y z data sets and elevation shape files.

Hydrologic data

Hydrologic data for flood simulation can include both
rainfall and discharge hydrographs. These data bases
can usually be obtained from the local, state or federal
agencies. It 1s suggested that the hydrologic data be
carefully reviewed because the flood volume will deter-
mine the area of inundation. The user must also decide
whether infiltration losses will be simulated.

. Floodplain and channel detarl

Getting Started




If river cross sections, bridges, culverts, buildings and
streets are to be simulated, the user must be able to lo-
cate these features with respect to individual grid ele-
ments. Aerial imagery is invaluable for this purpose.
Component data may be required for these components.
Bridges and culverts will need rating curves or tables.
Streets will need width and curb height data. River cross
sections may have to be surveyed.

Before you start

Review the following pages in this section completely.

Review the FLLO-2D License Agreement on page iii of the
. FLO-2D Users Manual to understand your options for in-

stalling the program on multiple computers.

Work through the tutorials and workshop lessons that pet-

tain to your project.

Updates

When starting a new FLO-2D project, the first step is
to visit the website www.flo-2d.com and download any
model, processor program, manual or document up-
dates. New features are added to the programs through-
out the year. Programming bugs are fixed as they are
identified. Do not hesitate to notify us of any bugs that
you encounter and we address as soon as possible. Pro-

gram revisions and bug fixes are listed on the web site in
. the FLO-2D Model Revisions.document by date.

Getting Started




Tutorials

The tutorials and lessons located in the FLLO-2D help
folder (FLO-2D\flo_help) will assist you to develop
detailed flood components. Please check the website to
download any newly posted tutorials/lessons.

Estimate the project area

One of the keys to setting up an efficient model is to determine
the project area and estimate a desired grid element size. The proj-
ect area should be located so that it is not affected by either inflow
or outflow conditions. The inflow and outflow nodes should be
considered as non-essential nodes (sources and sinks) and these
should be located outside the project area.

Selecting the grid element size

Once the overall project area has been identified, estimate the grid
system size (as a rough rectangle) and determine the approximate
number of grid elements that would be required for different size
grid elements such as 50 ft, 100 ft, 200 ft, etc. The grid elements
are square and estimating the maximum number of grid elements
is relatively easy.

Selecting the grid element size will control how fast your FLO-
2D flood simulation will run. FLO-2D users often choose a grid
element that is smaller than necessary. A small grid element com-
bined with a high flood discharge can result in long flood simula-

14
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tions times.

To help with the grid element size selection, the following criteria
are suggested: The estimated peak discharge £ divided by the

surface area of the grid element A_  should be in the range:

0.1 cfs /> < Qpcak/Asmf < 1.0 cfs/ft?
Of 1N metric:

0.05cms/me <) " JA . =< 0.5 emsim®

surf

peak

The closer Qpcak/Asurf is to 0.1 cfs/ft* (0.03 cms/m?), the faster
the model will run. If the lek/ A__, 1is greater than 1.0 cfs /ft* or
0.3 cms/m’, the model should be expected to run more slowly.

After the grid element size has been selected, proceed with estab-
lishing the grid system using the GDS. There are GDS workshop

lessons to assist you in getting started on a new project.

GRID SYSTEM SIZE
Number of Grid Elements Model Simulation Speed
| 1,000 — 15,000 Very Fast (minutes)
15,000 — 30,000 Fast (~hour)
\ 30,000 — 60,000 Moderate (hours)
‘ 60,000 - 150,000 Slow (up to one day)
> 150,000 Very Slow (a day or more)
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Start simple, then add detail

The first flood simulation for any project will be a simple overland
flow model upon which a more detailed flood simulation will be
gradually built. A suggested order of component construction is
as follows:

Rainfall/Infiltration
Channels
Levees
Streets
Buildings
Hydraulic Structures (culverts, weirs and bridges)
* Multiple Channel (rills and gullies)
. * Mud and debris flows/sediment transport
Evaporation
Floodways

As new components are added to a model and tested, other com-

ponents switches can be turned off in the CONT.DAT file.
FLO-2D routes flows in eight direc-

tions as shown in the following fig- i N,
ure. The four compass directions are 8 It 7 f NE
numbered 1 to 4 and the four diago- / \\ \
nal directions are numbered 5 to 8. “ .
Some components such as levees are 4 2
placed on boundaries of the grid ele- \ /
ment. The grid element boundaries SW S SE
. create an octagon in this case. . 3 g
16
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Saving data

When you are creating or editing the data files, it is suggested that
you save the data files frequently and use one folder for testing ‘
your project and one for editing your project.

17
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Building a Project

Create a Project Folder

Start by creating a subdirectory for the project data files
and import the DTM data base files, map images and
aerial photos.

Build the Project Files

Use the GDS to build a grid system. Most data files can
be graphically created in the GDS. You can follow the
GDS “Getting Started” lesson to initiate a project. For
easy access, put the GDS icon on the desktop.

. Run the F1.O-2D model

Once the six required basic data files have been created
(CADPTSDAT, FPLAIN.DAT, CONT.DAT, TOLER.
DAT, INFLOWDAT and OUTFLOW.DAT), an ovet-
land flood can be simulated. You can run a FLLO-2D

simulation by:
1. GUI - click on the “Execute” pull down menu.

2. GDS - click on “Run FLO-2D” command in the
File menu.

3. Double click on “FLO.EXE” in the project subdirec-
tory. Put “FLOEXE” in the project folder first.

18
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Some General Guidelines
Data Input

When the data format seems confusing, review the ex-
ample project data files provided in the Example Proj-
ects subdirectory of the FLO-2D folder.

Fite Management

The output files in the project folder will be overwritten
during subsequent model runs. To save any output files
that might be overwritten, rename the file or create a
new folder, copy all the *.DAT files into it and then run
the new flood simulation in that folder.

Graphics Mode

To view a graphical flood progression over your project
flow domain, follow these steps:

1. Click the GUI (FLLO-2D icon) to turn ‘on’ the graph-
ics switch (LGPLOT = 2) in the CONT.DAT file
form. Set Graphics Display to ‘Detail Graphics.’

2. Assign an update screen refresh time (GRAPHTIM)
in the lower left hand corner of the CONT.DAT file
form to 0.05 or 0.10.

Semulating Channel Flow
To add a main channel to an overland flood routing rou-
tine, follow this procedure:

1. Review workshop lesson 4 and 5.
2. If surveyed cross section data is available, create

19
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the XSEC.DAT file first. Then generate the CHAN.
DAT file in the GDS.

. Interpolate the cross section data in the GDS or in
PROFILES.

. Set the ‘Main Channel’ check box switch (ICHAN-
NEL = 1) in the CONT.DAT file.

. Prepare any channel inflow hydrographs for the IN-
FLOW.DAT file.

. Select a channel inflow hydrograph to be plotted
(IDEPLT) in INFLOW.DAT file.

. Assign channel outflow node(s) in OUTFLOW.
DAT.

Review the “Channel Hints and Guidelines” sec-

. tion.

Mud and Debris Flow Simulation

Simulating mud and debris flows requires additional

data:
1. “Turn On’ the MUD switch option check box in
CONT.DAT file.

2. Turn off the XCONC and ISED (sediment trans-
port) switches in the CONT.DAT file form.

3. Create the M-line (Line 1) in the SED.DAT file.

4. Assign sediment concentrations or volumes to the
inflow hydrographs in the INFLOW.DAT file.

5. Review the document, “Simulating Mudflow Guide-
lines” in the FLO-2D/flo_help folder.

Building a Project
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Modeling Sediment Transport

Mobile bed simulation is complicated and should be at-
tempted only after a rigid bed model s fully functional:

1. Turn ‘on’ sediment transport switch (ISED = 1) in
the CONT.DAT file form.

2. Turn off the mudflow switch (MUD = 0) and set
XCONC = 0.00 in the CONT.DAT file form.

3. Assign the SED.DAT file sediment parameters.

4. For channel sediment transport, set ISEDN = 1 for
each channel segment in CHAN.DAT.

5. Read the ‘Sediment Transport — Total Load’ section
in the FLLO-2D Usets Manual.

. The following units are used in the FLLO-2D model. These ate
the units that are entered in *.DAT input files.

English Metric Conversion
Variable English Metric
discharge cfs m’/s (cms)
length (depth) ft m
hydraulic conductivity (infil) inches/hr mm \hr
rainfall and abstraction inches mm
soil suction inches mm
velocity fps mps
volume acre-ft m’ (cm)
viscosity poise (dynes-s/cm?) poise
. yield stress dynes/cm’ dynes/cm’
21
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Channel Hints and Guidelines

Overview

Review the CHAN.DAT file description in the Data Input Man-
ual. It includes a list and explanation of all channel variables and
instructions on how to apply them.

The most important aspect of simulating channel flow 1s to cot-
rectly balance the slope, flow area and roughness to replicate field
conditions. In the FLO-2D model, river flooding using the chan-
nel component is simulated as one-dimensional, depth averaged
flow. Hach channel element is represented by either rectangular,

. trapezoidal or surveyed cross section. Simulating river flow re-
quires the following data:

- Location of the channel with respect to the grid system;
- Channel roughness;

- Length of channel within the grid element;

* Channel cross section data.

Channel slope 1s computed as the mean bed elevation difference
between the channel elements. Channel elements must be con-
tiguous to be able to share channel discharge.

Creating the Channel Data File

The procedure for creating a river channel simulation is as follows

(see Channel and PROFILE Lessons):

INS)
o
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Select Channel Cross Sections

River cross section survey data is organized in the XSEC.
DAT file with a station and bed elevation format. Each
cross section may represents one or more channel ele-
ments. Hach channel element is assigned a cross section
in the CHAN.DAT. For channel design projects, a rect-

angular or trapezoidal cross section may be selected.

Locate the Channel Element with Respect to the Grid System

Use the GDS processor programs to identify the left
bank channel element (see the GDS Channel Lesson 4).
For flow to occur through a river reach, the channel ele-

. ments must be neighbors.
Assign the Preliminary Channel Data

The GDS will list the selected channel elements in a dia-
log box. Preliminary channel data such as shape, channel
element number, channel extension direction, roughness
n-value, channel length and cross section number can be
assigned in the channel editor dialog box.

Define the Right Bank Element

The channel width can be larger than the grid element.
For example, a channel may be 1000 ft wide while the
grid element 1s only 200 ft wide. The left and right bank
elements can be separated by several grid elements. The
channel component interacts with the right and left bank
. clements to share discharge with the floodplain. Each

bank element can have a unique top-of-bank elevation.
23
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Assign the Cross Section Number

Assign the surveyed cross section number in XSEC.

DAT to the corresponding channel element in CHAN.

DAT. Assign a zero (0) value to the rest of the channel

element cross section numbers. Typically, there are only

a limited number of cross sections and many channel

elements. Before interpolation, therefore, the channel |

profile will look like a staircase. After you click on the

GDS ‘Interpolation’ button each channel element will

have a unique cross section and bed elevation and the

cross sections numbers in XSEC.DAT and CHAN.DAT

will correspond and will be renumbered from top to
. bottom starting with cross section number 1. Both the

slope and cross section shape for each channel element

will be interpolated between those channel elements

with assigned cross sections.

Assign the Channel length Within the Grid Element

The channel length (XILEN) within a grid element is es-
timated. The GDS calculates the XLLEN automatically.
The channel lengths are then summed and reported by
GDS for each segment. The river center-line distance
can be estimated with the GDS Measure Distance along
a Line tool. The individual XLEN values can then be
adjusted so that the reach length is exact. ‘

Adyust the Channel Bed Slope and Interpolate the Cross Sections

| . The cross section geometry and slope can be re-inter-

24
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polated between any two channel elements in the PRO-
FILES program. The result of this interpolation is an
adjusted cross section shape and bed slope. The assigned
surveyed cross sections retain their original shape and el-
evations. The bed slope for rectangular and trapezoidal
can also be adjusted.

Assign the Mannings n-value.

Initially a uniform Manning’s n-value can be assigned
to all the channel elements. Using the limiting Froude
number (FROUDC) in Line 1 of the CHAN.DAT file,
spatially variable n-values can be adjusted. The n-value
should represent a composite flow resistance for the
entire channel including bed irregularities, obstructions,
vegetation, variation in channel geometry, channel ex-
pansion and contraction, potential rapidly varying flow
and variable river planform. Poor selection of n-values
(particularly underestimating n-values) or failure to pro-
vide spatial variation in roughness can result in numeri-
cal surging.

Additional Channel Data Instructions

The user can select several options when setting up the channel
data file including grouping the channel elements into segments,
specifying initial flow depths, identifying contiguous channel ele-
ments that do not share discharge NOFLOC), identifying chan-
nel elements that don’t share discharge with the floodplain (NO-
EXCHANGE), assigning limiting Froude numbers and specifying

253
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depth variable n-value adjustments. These options are discussed
in more detail in the CHAN.DAT file description in the Data In-

put Manual. A few instructional comments follow:

Dividing the channel into segments by cross section geom-
etry may facilitate organizing and reviewing the results. For
example, a segment may represent a tributary or a concrete
section of the main channel. Organize the channel segments
and elements from upstream to downstream with the chan-
nel inflow element being the first element in the file.

The key to accurate channel routing is to balance the rela-
tionship between the slope, flow area and roughness. Chan-
nel routing is usually more stable if the natural cross section
routing routine is used. Use at least 10 stations to define a
Cross section.

Channel elements that are contiguous but do not share dis-
charge (e.g. parallel channels) must be identified with the
NOFLOC variables. List each pair of non-sharing contigu-
ous channel elements only once. Review the CONFLU-
ENCE.OUT file to make sure that you have identified all
the appropriate NOFLOCs. If you miss some NOFLOC,

volume conservation may not be observed.

If you have channel elements that will not share flow with
the floodplain (either overbank or return flow), set the NO-
EXCHANGE parameter for the channel element. For
example, closed concrete culverts which should recetve no
floodplain inflow to the channel.

26
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- Toimprove the timing of the floodwave progression through
the system, a depth variable roughness ROUGHADY] can be
assigned on a reach basis. The channel roughness should
be assigned for the bankfull discharge condition. Assign-
ing ROUGHAD)] will result in an increase in n-value with a
decrease in flow depth during the flood simulation.

Channel Data Dependencies

It 1s important to pay attention to variable dependency
when simulating channel flow. To simulate channel flow,
complete the CHAN.DAT and XSEC.DAT files and
set ICHANNEL = 1 in CONT.DAT. If you turn the
ICHANNEL switch on in CONT.DAT you must con-

sider revising other variables including:

CONEDAT:

Assign NOPRTC = 0, 1 or 2 for addition channel out-
put data.
INFIL.OW.DAT:

Set IDEPLT = grid element with a channel inflow hy-
drograph to plot a channel inflow hydrograph on the
screen at runtime. Assign IFC = “C” for channel inflow

hydrographs.
OUTFLOW.DAT:

Assign KOUT for channel outflow nodes and add the
variables in Line 2 in OUTFLOW.DAT

Channel Hints



Channel Ontput

Channel output can be reviewed in several ways. The
channel output data is written to a series of ASCII
output files including: BASE.OUT, HYCHAN.OUT,
CHANMAX.OUT, DEPCH.OUT and othets. The
HYDROG program will display a plot of the hydro-
graph for each channel element. It also has a routine
to review average hydraulic conditions (low area, bed
shear stress, hydraulic radius, velocity, etc.) in a channel
reach covering several channel elements that user can
select in the HYDROG program. The PROFILES pro-
gram can be applied to review the water surface profile,
spatial variation in peak discharge, mobile bed profiles,
water surface in each cross section, or the cross section
geometry changes associated with scour and deposi-
tion. Finally MAXPLOT and MAPPER will graphically
define the relationship between channel and floodplain
volumes by mapping the inundated areas.

Channel Hints
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Modeling Guidelines

Some Basic Data File Checks

Grid System

 The grid system should begin with grid element #1 and

have no missing element numbers.

* There should be no dangling grid elements connected only

by a diagonal.

- If you add elements to the grid system after the model has

been built, the FPLAIN.DAT and CADPTS.DAT files will
have to be edited.

. Channel Flow

* The channel should be organized from upstream to down-

stream in CHAN.DAT and should be continuous.

- Ata channel confluence, the downstream main channel grid

element must be lower in elevation than the confluence ele-
Ment.

- Eliminate channel elements with a channel length (XLLEN)

less than 50% of the grid element side width. Connect the
channel elements across the diagonal instead.

- Create a positive bed slope at channel inflow and outflow

nodes.

Inflow/ Ontflow Nodes

- Inflow and outflow nodes should not have other compo-

nents such as hydraulic structures, streets, ARF’s, etc.
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- Outflow nodes should not be doubled up. Outflow nodes
should have upstream floodplain elements as neighbors.
Use only one line of outflow nodes.

+ Create separate input hydrograph file for clear water or
mudflow simulations. The sediment concentration assigned

to the discretized hydrograph has to be removed for a water
flood simulation. Create one file INFLOWW.DAT for water

and INFLOWM.DAT mudflow, then copy the appropriate
file to INFLOW.DAT before running the model.

Data Errors

Data input errors may result in the automatic termination of a
simulation run along with an error message. The error message
will report a ‘Unit” number that is associated with the data input
file that contains an error. Referring to these numbers may help
you to debug mput data errors.
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9 TOLER.DAT 5 SED.DAT

10 CADPTS.DAT 50 OUTFLOW.DAT

30 CONT.DAT o STREET.DAT

o FPLAIN.DAT 57 LEVEE.DAT

52 RAIN.DAT 68 HYDROSTRUC.DAT
25 INFIL.DAT 85 XSEC.DAT

34 INFLOW.DAT 89 RAINCELL.DAT

36 CHAN.DAT 119 CHANBANK.DAT
L AREDAT 120 FPXSEC.DAT

38 MULT.DAT 180 WSTIME.DAT

A more complete list of file unit numbers can be found in the
Data Input Manual.

Troubleshooting: Is the flood simulation running

OKz?

There are several indicators to help you identity modeling prob-
lems. The most important one is volume conservation. The FLO-
2D results should be reviewed for the following: volume conser-
vation, surging, timestep decrements, and roughness adjustments
with limiting Froude numbers.

Volume Conservation

Any hydraulics model that does not report on volume
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Surging

conservation should be suspected of generating or los-
ing volume. A review of the SUMMARY.OUT file will
identify any volume conservation problems. This file
will display the time when the volume conservation et-
ror began to appear during the simulation. Typically a
volume conservation error greater 0.001 percent is an
indication that the model could be improved. The file
CHVOLUME.OUT will indicate if the volume conser-
vation error occurred in the channel routing instead of
the overland flow component. Components should be
switched ‘off” and the model simulation run again un-
til the volume conservation problem disappears. This
will identify which component is causing the difficulty.
Some volume conservation problems may be eliminated
by slowing the model down (decreasing the timesteps)
using the stability criteria. Most volume conservation
problems are an indication of data errots.

It is possible for volume to be conserved during a flood
simulation and still have numerical surging. Numerical
surging is the result of a mismatch between flow area,
slope and roughness. It can cause an over-steepening
of the floodwave identified by spikes in the output hy-
drographs. Channel surging can be identified by dis-
charge spikes in the CHANMAX.OUT file or in the
HYDROG program plotted hydrographs. Predicted
high maximum velocities indicate surging. To identify
floodplain surging, review the maximum velocities in
33
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the MAXPLOT or Mapper post-processor program.
You can also review the VELTIMC.OUT (channel) or
VELTIMFPOUT (floodplain) files for unreasonable
maximum velocities. Surging can be reduced or elimi-
nated by adjusting (lowering) the stability criteria (DEP-
TOLFP or WAVEMAX in TOLER.DAT) thus decreas-
ing the timesteps. If the decreasing the timesteps fails
to eliminate the surging, then individual grid element
topography, slope or roughness should be adjusted. This
can be accomplished in the GDS for floodplain flow.
For channel flow, the PROFILES program can be used
to make adjustments. Increasing the flow roughness will
generally reduce or eliminate flow surging. For channel
surging, abrupt transitions in flow areas between con-
tiguous channel elements should be avoided. Setting a
lower limiting Froude number for a channel reach may
also help to identify the problem.

Sticky Grid Elements

When the flood simulation is running slowly, the TIME.
OUT file can be reviewed to determine the grid elements
(‘sticky’) that are causing the most timestep decreases.
TIME.OUT lists the top twenty floodplain, channel or
street elements that caused the model to slow down. The
file also lists whether the timestep decreases occur with
the percent change in depth, Courant criteria or dynamic
wave stability criteria. Adjustments can be made in the
stability criteria to more equably distribute the timestep
decreases. The model is designed to advance and decre-
34
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ment timesteps, so there have to be grid elements listed
in the TIME.OUT file. If one or two grid elements have
significantly more timestep decreases than the other ele-
ments listed in the file, the attributes of the ‘sticky’ grid
elements such as topography, slope or roughness should
be adjusted. The goal is to make the model run as fast as
possible while still avoiding numerical surging.

It a floodplain element is causing most of the timestep
decreases, check the SURFAREA.OUT file to determine
how much surface area is left in the floodplain element
for flood storage. If the floodplain element contains a
channel bank, there may be very little surface area left
for flood storage. This will cause the model run slowly
with exchanges the flow between the channel and flood-

plain. To fix this problem:

- Remove other components from the channel bank
element including streets or ARF values.

* Shorten the channel length (XLEN in CHAN.
DAT). This will increase the surface area in the
channel bank floodplain elements.

- Decrease the channel cross section width in the

PROFILES program.

Limiting Froude Numbers

There is a unique relationship between floodwave celer-
ity and average flow velocity described by the Froude
number that should not be violated during the numeri-
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cal routing. 'This physical relationship between the kine-
matic and gravitation forces involves the slope, flow atea
and flow resistance. To use the limiting Froude numbert,
estimate a reasonable maximum Froude number for your
flood simulation and assign the value to either FROUDL
(Hoodplain), FROUDC (channels) or STRENO (streets)
variables. When the computed Froude number exceeds
the limiting Froude number, the n-value is increased
by a small value (~ 0.001) for the next timestep. This
change in grid element n-value helps to create a better
match between the slope, flow area and n-value during
the simulation. When the limiting Froude numbet is no
longer exceeded, the n-value is gradually decreased to
the original value. The changes in the n-values during
the simulation are reported in the ROUGH.OUT file.
For the next FLO-2D simulation, the n-value adjust-
ments can be made to grid element using the maximum
n-values reported in ROUGH.OUT. The maximum n-
values are also reported in FPLAIN.RGH, CHAN.RGH
and STREET.RGH files that are created at the end of
a simulation. These (*.RGH) files can then be renamed
to FLO-2D data input files (*.DAT) for the next flood
simulation (e.g. FPLAIN.RGH = FPLAIN.DAT).

Reviewing and interpreting the results

FLLO-2D results include the maximum area of inunda-
tion (maximum flow depth), temporal and spatial hy-
draulic results, channel or floodplain cross section hy-
drographs, peak discharge and other hydraulic output.
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Either the MAXPLOT or the MAPPER programs can
used to graphically review the model output. The flow

depth results can be plotted as either line contours or
shaded contours in MAPPER.

The FLO-2D flood simulation can be terminated at any
time during the run by clicking on Exit on the window
menu bar or by clicking the close button in the upper
right hand corner of the window. The simulation will
terminate after the current timestep is completed and
the output files will be generated and saved. This en-
ables the user to recognize if the flood simulation is
running poorly (e.g. too slow or not conserving volume)
and stop the simulation without losing the opportunity
to review the output data. It is also possible to restart
the flood simulation from the point that the model was
terminated.

Make some adjustments

The following adjustments to the data files may improve the simu-

lation and speed up the model:

Spatial V ariation of n-values

The most common cause of numerical surging is un-
derestimated n-values. Typical n-values represent steady,
uniform flow. The spatial variation of n-values will af-
fect the floodwave progression (travel time) and reduce
surging, but may not significantly impact the area of
inundation (especially for longer flood durations). Con-
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centrate on the project area when adjusting n-values and
review TIME.OUT and ROUGH.OUT to complete the

n-value revisions.

Overland Flow Manning’s n Roughness Values
Surface n-value

Dense turf 0.17 - 0.80
Bermuda and dense grass, dense vegetation 0.17 - 0.48
Shrubs and forest litter, pasture 0.30 - 0.40
Average grass cover 0.20 - 0.40
Poor grass cover on rough surface 0.20 - 0.30
Short prairie grass 0.10-0.20
Sparse vegetation 0.05-0.13
Sparse rangeland with debris

0% cover 0.09 - 0.34

20 % cover 0.05-0.25
Plowed or tilled fields

Fallow - no residue 0.008 - 0.012

Conventional tillage 0.06 - 0.22

Chisel plow 0.06 - 0.16

Fall disking 0.30 - 0.50

No tll - no residue 0.04 - 0.10

No tll (20 - 40% residue cover) 0.07 - 0.17

No tll (60 - 100% residue cover) 0.17 - 0.47
Open ground with debris 0.10-0.20
Shallow Flow on asphalt or concrete (0.25” to 1.07) 0.10-0.15
Fallow fields 0.08 - 0.12
Open ground, no debris 0.04 - 0.10
Asphalt or concrete 0.02 - 0.05
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Edit Topography

The interpolation of DTM points to assign elevations to
grid elements is not perfect even when the GDS filters
are applied. It may be necessary to adjust some flood-
plain grid element elevations when you review the re-
sults. MAXPLOT and Mapper can be used to quickly
locate grid elements with unreasonable flow depths that
may constitute inappropriate depressions. Floodplain
depressions can sometimes occur along a river channel
if too many DTM points located in the channel topog-
raphy.

Floodplain Surface Area Reduction

The distribution of flood storage on the grid system
can be influenced by assigning area reduction factors
(ARF%). For large flood events, the assighment of in-
dividual grid element ARF values will usually have mi-
nor impact on the area of inundation. For local flooding
detail, individual grid element ARF assighment may be
justified.

Channel Cross Section Adjustments

Typically a surveyed cross section will represent five to
ten channel elements. Selecting a cross section to repre-
sent transitions between wide and narrow cross sections

. requires engineering judgment. Use the PROFILES
program to interpolate the transition between surveyed
39
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Cross sections.

Channel Slope Adjustments

Adverse channel slopes can be simulated by FLO-2D.
Smoothing out an irregular slope condition over sev-
eral channel elements to represent reach average slope
conditions may speed up the simulation. Cross sections
with scour holes can result in local adverse slopes that
misrepresent the average reach conditions. Review the

channel slope in PROFILES.

Street Flow

Streets generally convey only a small portion of the flood
volume, but may be important for flood distribution to
remote areas of the grid system. Streets are important
to flood delineation in urban areas. High street veloci-
ties may cause numerical surging and slow the simulation
down. Assign reasonable limiting street Froude num-
bers to adjust the street n-values.

A few important things to consider

Some modeling tips for working with unconfined water flood
simulations are presented.

Raznfall and Infiltration on Alluvial Fans

Alluvial fan surfaces can be as large as the upstream wa-
tershed. Fan rainfall can contribute a volume of water

on the same order of magnitude as the inflow flood
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hydrograph at the fan apex. Infiltration losses can also
significantly effect floodwave attenuation. Infiltration
losses should be calibrated to the watershed percent loss
by adjusting the hydraulic conductivity. Spatial variability
of the hydraulic conductivity can be assighed with the
GDS program.

Sediment Bulking of Flood Hydrographs

For a mudflow alluvial fan simulation, sediment concen-
tration can be adjusted in the INFLOWDAT file. For
desert alluvial fans, sediment concentrations in flood
events can reach 15% by volume. For concentrations
less than 20% by volume, the flow will behave like a wa-
ter flood. The primary effect of increasing the sediment
concentration is to bulk the low volume. Do not invoke
the mudfiow component MUD = 1 in CONT.DAT)
unless sediment concentrations greater than 20% by
volume are expected. Use the XCONC factor (CONT.
DAT) to bulk desert alluvial fan flows by 10% to 15 % by
volume. Do not set both the MUD and ISED switches
to “on” in the CON'T.DAT file in the same simulation.

Model Calibration and Replication of Flood Event

Modeling Guidelines

Estimating flood hydrology (both rainfall and flood hy-
drographs) can represent a significant departure from
reality when replicating historical floods. When attempt-
ing to match measured flood stages, high water marks or
channel discharges, focus first on obtaining a reasonable
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estimate of the flood volume, then concentrate on the
model details such as n-values, ARF’s and street flow.
Remember that lood volume is more important than
peak discharge for a flood routing simulation.

How can I improve model speed and stability?

The FLLO-2D model uses dynamic wave stability criteria (WAVE-
MAX) as one option to control the magnitude of the computa-
tional timestep. The WAVEMAX coefficient is applied to the
overland, street and channel components. The dynamic wave sta-
bility criteria is essentially an extension of the Courant criteria
used for diffusive wave flood routing and includes a slope term
and specific discharge in place of the velocity and wave celerity.
The purpose of WAVEMAX is to provide more strict control of
the timestep when analyzing complex and rapidly varying flow in
channels such as channel transitions, confluences and split flow
reaches. Several changes can be made to the application of the
dynamic wave stability criteria to increase model speed.

For most overland flow applications including those involving
overbank river flooding, the Courant stability criteria is sufficient.
This numerical stability criteria is hard-wired in the model using a
Courant coefficient = 1.0. The dynamic wave stability criteria for
more complex flows relates the discretized time and space system
to the movement of the floodwave in terms of slope and specific
discharge for individual grid elements:
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where: At = limiting computation timestep
{ = dynamic wave stability coefficient (WAVEMAX)
S_= bed slope
Ax = grid element width
q, = specific discharge

For a floodplain, channel or street grid element, the WAVEMAX
value increments and decrements based on whether the computed
timestep 1s exceeded.

How does WAV EMAX speed up the FLLO-2D model?
. There are three options for applying the overland flow

dynamic wave stability criteria:

1. Dynamic wave stability criteria varies the model
timestep when WAVEMAX 1s set within the range
0.10 to 1.00 (typical value = 0.25). This approach
makes the model run slower, but is more numerically
stable.

2. The floodplain Manning’s n-values are incremented
when the dynamic wave stability criteria is exceeded,
but the timestep is not decreased. Assign WAVE-
MAX as a negative number using same range of
values -0.10 to -1.00 (typical value = -0.25). The
runtime changes in the n-value will be written to the

ROUGH.OUT file. The variation of the n-values
. occur according to the following relationships:
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i. n=n+ 0.0006616 """’ when the limiting

timestep is exceeded.

ii. n=n—0.00005when the limiting timestep
is not exceeded.

This approach uses WAVEMAX to identify prob-
lem elements, but then also uses increased n-values
to resolve the mismatches between the discharge,
slope, roughness and flow area instead of reducing
the time step.

. The dynamic wave numerical stability criteria are
turned off when WAVEMAX 1s assigned a value of
100 or more. Assign WAVEMAX = WAVEMAX +
100. The timesteps are varied only by the change in
depth (DEPTOL variable) or the Courant stability

criteria.

The guidelines for applying these options are as fol-
lows:

* Run the model with WAVEMAX = -0.25 and
an appropriate limiting Froude number (e.g.
FROUDL = 0.9 subcritical flow on an alluvial
surface). This will calibrate the model n-values
for reasonable Froude numbers and for the
movement of the floodwave using the dynamic
wave stability criteria.
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 Review the maximum velocities in MAXPLOT
or MAPPER to determine the location of any
inappropriate high velocities related to numeri-
cal surging and increase the n-values of all the
grid elements in the vicinity.

* Review the n-values in ROUGH.OUT. Make
n-value adjustments in FPLAIN.RGH for any
high n-values in ROUGH.OUT. Also make
roughness adjustments for any observed high
maximum velocities, then replace FPLAIN.
DAT with FPLAIN.RGH.

* Run the simulation and continue to replace

. FPLAIN.DAT untl ROUGH.OUT 1is es-
sentially empty. A few incremental n-values
changes in ROUGH.OUT will not affect the

| simulation. You can also make adjustments to

WAVEMAX and FROUDL to decrease the

number of required n-value adjustments.

- Set WAVEMAX = WAVEMAX + 100 and
run the model again. The model will run faster.
Check the maximum velocities for any inappro-
priate high velocities and make n-value adjust-
ments. If the model has numerical surging, set
WAVEMAX = 0.25 and run the model. The
model will run slower, but should eliminate the
numerical surging.

. What are the results of applying different options?

You should notice an increase in model speed when se-
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lecting option 2 or 3 above. Choosing option 2 has the
effect of improving the spatial distribution of reason-
able n-values and reducing the number of choke points
associated with numerical instability. Varying n-values
will help to control the grid element discharge flux to ac-
commodate the movement of the loodwave. Choosing
option 3 essentially results in the overland flow timestep
being controlled only by the Courant criteria and the
model runs much faster. Option 3 should be applied to
the final production simulations. The result of follow-
ing this procedure will be:

A calibrated model for overland roughness values
in which the discretized numerical system in both
time and space will better simulate the movement
of the floodwave.

* The floodwave speed will be bound by a reasonable
limiting Froude number.

* The model will run fast without numerical surging
or oversteepening of the floodwave.
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Making Flood Maps

Mapper and Mapper_ NET create a diverse array of high resolu-
tion graphical plots including flood hazard maps including:

+ Ground surface elevation

 Maximum water surface elevation
 Maximum depth (area of inundation)
 Maximum velocity

* Final depth

- Final velocity

© Specific Energy

+ Impact Pressure

+ Static Pressure

* Time-to-Peak Discharge (dam and levee break)
- Time-to-One Foot (dam and levee break)
- Time-to-Two Foot (dam and levee break)
* Temporally variable depth and velocity

- Flow depth over DTM points

+ Flood hazard maps

- Shape files

- DFIRM’s

Some of the maps can be generated for floodplain, channel and

street flow. Combined channel and floodplain maximum depth
plots can also be generated. Most of the maps can be displayed as

either grid element plots, line contour maps, and shaded contour

‘ maps. Shape files for importing results to GIS are automatically
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generated for most of the Mapper plots. Some guidelines to con-

sider when developing flood maps are:

* The flood hazard map resolution is only as good as that of
the topographic data base;

- Use background aerial images to enhance the maps;

- Contour line width and shaded contour splash over flood-
plain features can affect resolution appearance;

+ Computing and plotting flow depths over the D'TM points
improves the inundation map resolution;

* Map resolution controls include contour intervals, deleting
the lowest contour, and contour smoothing;

+ Mapper_NET has advanced mapping features to improve
map resolution including breaklines.

All CADD and GIS programs have to accommodate topographic
data base resolution and contour splash (e.g. flood contours that
cover levees, buildings, bluffs or other features). Map resolution
is a function of the point density (grid element spacing), contour
line width and plotting algorithm. Mapper and Mapper NET

have options to address these resolution issues including:
Macimum flood depth computation over D'TM points.

By importing the DTM ground elevation points into
Mapper and subtracting the ground elevation from the
FLO-2D predicted maximum grid element water surface
clevation, flow depths are computed for every DTM
point. Plotting the D'TM point flow depth shaded con-
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tours instead grid element shaded contours will greatly
enhance the map resolution. A file (FLO2DGIS.OUT)
of these DTM point flow depths can also be created for
importing to GIS.

Shape file generation.

Mapper and Mapper NET automatically create shape
files in the project folder that can be imported to GIS or
CADD programs for further editing.

Breaklines and other map controls.

Mapper_NET 1s integrated with ArcGIS Runtime En-
gine Controls. It has a number of contour enhance-

. ments including a vast array of color combinations.
More importantly, there are breakline options to limit
contours from crossing topographic features.

Creating high resolution flood maps may require several rounds
of review and adjustment of your mapping controls. The final
map product, however, will only be as good as the topographic
data base from which it was prepared.
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FLO-2D Porting Document (Version 2009)

This document will describe the data file changes necessary to update older model data files to
version 2009. Porting descriptions are listed from version 2004 to version 20006, version 2006 to 2007, and
version 2007 to 2009.

Porting from Version 2007 to Version 2009

There are very few data input changes to convert Version 2007 data files to Version 2009. Except
for adding groundwater model MODFLOW switch in CONT.DAT and the new CHANBANK.DAT file, all
the changes involve optional data or components. The optional data file revisions do not require any 2007
data files modifications for the FLO-2D model to run. To convert v2007 data files to v2009 simply open the
v2007 data files in the GDS and save them. Nothing else is necessary. Another approach is to simply review
the data files with the Data Input Manual description and make any necessary changes.

CONT.DAT

Surface water - groundwater interaction can now be simulated through the integration at runtime
with the MODFLOW model. The new switch parameter to initiate the groundwater model is
IMODFLOW at the end of line 3 after the ISED parameter. For a default of no groundwater
simulation set IMODFLOW = 0.

CHAN.DAT

The critical model revision that must be addressed is the elimination of the IQDIR channel extension
direction from the CHAN.DAT file. The data input change is automated in the GDS and
FLOENVIR. The required data revision is as follows:

Delete IQDIR from Line 2. This can be done manually. It is only necessary, however, to open and
save the CHAN.DAT in the GDS or FLOENVIR and save the files and the IQDIR variable will be
deleted and a new data file CHANBANK.DAT will be generated. This new file contains the left and
right bank channel elements and it is automatically generated when the channel is saved in the GDS
and FLOENVIR. After the CHANBANK.DAT is generated, it may be necessary to make some
minor adjustments to the automated selection of the right banks. Again this can be done graphically
in the GDS or FLOENVIR.

Optional Data File Revisions

The Courant Number can now be assigned in TOLER.DAT as line 2. See the PDF handout entitled
“Courant Number Instructions™.

Levee fragility curves can be assigned in the BREACH.DAT file and the global and individual levee
curve assignment to the levee elements is accomplished in the LEVEE.DAT file. The new levee
fragility curve data is appended to the each file. Refer to the respective data file descriptions to input
the fragility curve parameters.

For surface water/groundwater interaction at runtime, review the required MODFLOW parameters
in the MODFLOW.DAT file in the Data Input Manual.

Additional Ontput Files
Three new output files are now generated:
FPINFILTRATION.OUT contains the total cumulative infiltration by grid element.

VELTIMC.OUT and VELTIMFP.OUT lists maximum velocity and time of occurrence in descending order for the
channel and floodplain respectively.



Porting from Version 2006 to Version 2007

Convert Version 2006 FLLO-2D data files to the Version 2007. These data file revisions were made
to simplify the data input and to accommodate new variables. No conversion program was created to
perform the data file revision because they are so simple. Edit the data files as follows:

CONT.DAT

Delete INPLOT. This variable is now assigned automatically.

CHAN.DAT

Delete ICHDEP from Line 1. This variable is now assigned automatically. Please note that more
than one line 1 may appear in the file.

LEVEE.DAT
Add ILEVFAIL to Line 1. This is new switch to identify the levee failure mode. Set ILEVFAIL =
0 for no levee failure. Set ILEVFAIL = 1 for prescribed level failure rates of breach opening. Set
ILEVFAIL = 2 for initiating the levee or dam breach failure routine.

The following data files changes are optional and are not required to make a Version 2006 data set
model run with the Version 2007 model.

CONT.DAT

Revised AMANN to accept -99 to turn the depth variable n-values for the floodplain.

INFLOW.DAT

Line 4 has been added to enable automatic assignment of water surface elevation for reservoirs or
ponded areas. Line 4 includes the character ‘R’, a grid element within the reservoir area IRESGRID
and the water surface elevation RESERVOIREL of the FLO-2D simulation. See INFLOW.DAT
file description in the Data Input Manual.

TOLER.DAT

Revised WAVEMAX values to include a negative number that will turn off the dynamic wave
stability criteria. See the TOLER.IDAT file description for a complete discussion of the new stability
criteria options.

The SCS curve number routine for infiltration has been added to the FLO-2D, but will not be
functional untl July 1, 2007.

INFIL.DAT

Add INFMETHOD in line 1. INFMETHOD is a new switch to identify the infiltration equation.
Set INFMETHOD = 1 to simulate infiltration with the Green-Ampt method. Set INFMETHOD =
2 to simulate infiltration with the SCS curve number method. If you set INFMETHOD = 1, no
further changes are necessary to the version 2006 INFIL data file. If you use the SCS method, you
will have add a new line 4 with the SCSCNALL and new line 5 with INFILCHAR ='S’,
INFGRID(N), SCSCN(N); the individual grid element SCS values.



Porting from Version 2004 to Version 2006

A program called CONVERT.EXE can be downloaded from the website www.flo-2d.com to
automatically port from version 2004 to version 2006. Simply download the program and copy it into a
folder that contains the 2004 FLO-2D data files (*DAT). Double click CONVERT.EXE to run the
program and it will find and convert the data files in the folder. Once the data files have been updated to
Version 2006, the preceding porting instructions can be used to update the data files to Version 2009.

Porting from Model Earlier than Version 2004

Any FLO-2D version data files prior to Version 2004 have to be updated manually by reviewing the
data file descriptions in the data input manual. Open the old version data files in WordPad® or any ASCII
editor and adjust the data parameter format. For large or complex models, it may be cost effective to have
the FLO-2D staff convert the data files to 2009 for an hourly fee. For more information, email us at
contact(@flo-2d.com.







FLO-2D Limiting Froude Number Application Guidelines

Using the Froude number in flood routing models is an important to the both the
understanding of the floodwave movement and the numerical stability of the model. It is even
more important when considering mobile bed channels such as alluvial fans or high bedload
rivers. The dimensionless Froude number F, is given by:

Fr = (1“5 V/(gd)()i

where V = depth averaged flow velocity, d = depth of flow above the thalweg. and o = kinetic
energy correction factor (involving the fluid density and specific weight). Typically « is
assumed to be 1. The Froude number helps to define the influence of gravity on the flow pattern.
A low wave will propagate in free surface flow (open channel) depending only on the
gravitational acceleration and the flow depth. The movement (speed) of the shallow wave,
known as the wave celerity ¢ = \]g_d is related to average flow velocity through the Froude
number. By accepting reasonable limitations of the overland (or channel) flow velocity and
floodwave movement, the Froude number can be used to further define the relationship between
the velocity and flow depth.

For essentially steady and uniform flow, the Manning’s n value is defined would be
defined by: )
n=(0.262/F,) d"'"S,*

indicating that the flow roughness is inversely proportional the Froude number. By assuming a
reasonable limiting Froude number. the n value can be estimated from the normal depth and
slope for a given flow discharge.

In the FLO-2D model, the suggested n-value is based on either bankfull discharge for
channel flow or 1 meter (3 ft) flow depth for overland flow (roughness is fully submerged).
Suggested typical limiting Froude numbers are:

Flat or Mild Slope Steep Slope
(large rivers and (alluvial fans and
floodplains) watersheds)
Channels 0.4-0.6 0.7 - 1.05
Overland flow 05-0.8 0.7-0.95
Streets 09-12 1.1-15

Similar values are also reported in the CVFED FLO-2D Application Guide. If the limiting
Froude number is exceeded, the grid element n-value increases by 0.001 for the next timestep.
When limiting F, is no longer exceeded, the n-value decreases by 0.0005 if it’s greater than the
original n-value. The changes in n-value reported in ROUGH.OUT, FPLAIN.RGH, CHAN.RGH
and STREET.RGH files. The use of limiting Froude number in the FLO-2D model is
documented in the FLO-2D Pocket Guide, the FLO-2D Reference Manual. and the CVFED
FLO-2D Application Guide.



Additional considerations:

I. The maximum n-values for discretized models will be greater than typical n-values for
HEC-RAS cross sections (both channel and overbank areas). This is because of the
unsteady and non-uniform flow contribution between elements and the flow not being
parallel to the cross section.

2. For flows over mobile bed conditions (supply unlimited), critical flows are approached
asymptotically (Grant, 1997). A relatively steep slope is required for flow with sediment
transport to achieve critical flow because the flow hydraulics oscillate. For F, > 1, flow
instability leads to rapid energy dissipation and bed erosion. Flow is forced to stay
around critical by incipient motion thresholds. The equilibrium sand bed morphology
tends to minimize the Froude number (Jia, 1990).

(5}

The limiting Froude number for mobile bed conditions can be approximated by (Grant,
1997):

F,=3.855"% gravel bed (t o = 0.03)
F,=5.18S"'"" sand bed (1 ¢ = 0.06)

4. Roughness n-values include many factors: n=n; + n +n3 +ny + ...such as friction drag,
vegetation, expansion/contraction, bed forms, flow in bends. unsteady and non-uniform

. ﬂ (0)%%

References:
Grant, G.E., 1997. “Critical flow constrains flow hydraulics in mobile bed streams: A new
hypothesis.” Water Resources Research, V. 33, No. 2., pp. 349-358.

Jia, Y., 1990. “Minimum Froude number and the equilibrium of alluvial sand rivers.” Earth
Surface. Processes, and Landforms. 15. pp. 199-209.
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A few comments on modeling free surface flows...

With faster computers and higher resolution digital terrain models. flood routing models are
becoming very detailed. When adding detail to a two-dimensional flood routing model, a number of
factors should be considered including flood hydrology accuracy. topographic model resolution, spacing
of the channel cross sections, and limited calibration data. As flood models become more detailed, the
user should try to find a balance between model resolution, computer resources and budget.

Reliable flood hazard delineation requires a critical review of model applicability, modeling
assumptions, and the available data bases. While finite difference models have become more versatile
with increasing computer resources, inadequate hydrographic data bases still limit the accuracy of flood
hazard delineation. Digital terrain models are becoming the foundation of high resolution mapping, but
post-flood event surveys of high water marks and aerial photography of the area of inundation are either
unavailable or perhaps were collected long after the flood waters have receded. Correlating the area of
inundation with flood peak discharge can lead to the harsh realization that our best discharge
measurements or gaging data have limited accuracy at high flows. Our modeling and mapping results
may be only as good as the model calibration to post-flood data.

As flood inundation mapping advances with hydrograph routing, extensive topographic data
bases, high resolution graphics, and unconfined hydraulic modeling, it may appear that flood modeling
complexity is becoming overwhelming. Please take heart in the comments of Cunge et al. (1980):

“The modeler must resist the temptation to go back to one-dimensional schematization
because of lack of data otherwise necessary for an accurate two-dimensional model
calibration. If the flow pattern is truly two-dimensional, a one-dimensional schematization
will be useless as a predictive tool...” “lt is better to have a two-dimensional model
partially calibrated in such situations than a one-dimensional one which is unable to predict
unobserved events. Indeed, the latter is of very little use while the former is an
approximation which may always be improved by complimentary survey. "4

As a final word, please remember that all software programs has an occasional glitch. Modeling
bugs are inherent part of the process of adding new routines and attempting to make the model run faster.
Even when a model engine is fine tuned, adding components may introduce conflicts with older
subroutines or perhaps may uncover bugs that were previously undetected. FLO-2D is no exception.
Version 2007 will run faster than previous models and when comparing results with previous versions,
you may note some minor differences associated with the larger computational timesteps. Generally, the
Version 2007 FLO-2D results should be more accurate, but we will immediately address all questions
concerns over model application, accuracy or problems. On occasion there is a project application that
pushes the model to new limits. Such projects can lead to new developments that benefit all users. The
modeler is encouraged to share interesting projects with us. We aspire to make the FLO-2D model a
comprehensive and flexible tool.




BRIEF OVERVIEW

FLO-2D is a volume conservation flood routing model. It is a valuable tool for delineating flood
hazards, regulating floodplain zoning or designing flood mitigation. The model will simulate river
overbank flows, but it can also be used on unconventional flooding problems such as unconfined flows
over complex alluvial fan topography and roughness, split channel flows, mud/debris flows and urban
flooding. FLO-2D is on FEMAs list of approved hydraulic models for both riverine and unconfined
alluvial fan flood studies.

The FLO-2D software package includes a grid developer system (GDS). a Mapper program that
automates flood hazard delineation, and the FREQPLOT program to analyze flood frequency. The GDS
will filter DTM points, interpolate the DTM data and assign elevations to grid elements. The MAPPER
program automates flood hazard delineation. MAPPER will generate very detailed flood inundation color
contour maps and shape files. It will also replay flood animations and generate flood damage and risk
maps. A graphical user interface (GUI) has been developed to assist the user in preparing and editing the
data files.

The FLO-2D Reference Manual is devoted to a model description, theory and components. The
user is encouraged to read this manual to become familiar with the overall model attributes and equations.
The Data Input Manual is subdivided into a series of data files with variable descriptions and comments.
The user should consult this manual when constructing data files. Separate manuals are devoted to the
application of the GDS and Mapper.

The user can keep current on FLO-2D model and processor updates, training and other modeling
news at the website: www.flo-2d.com.

FLO-2D Software, Inc.
P.O. Box 66
Nutrioso, AZ 85932

Phone and FAX: (928) 339-1935
Email: contactus@flo-2d.com
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° F1naD

Two Dimensional Flood Raufinﬂ Model

I. INTRODUCTION

This Reference Manual discusses the physical processes of flooding. It is designed to acquaint
the user with the model theory, finite difference algorithms, model components, modeling assumptions
and limitations. and potential flood scenarios. A reference list is provided for further reading.

1.1 Evolution of the FLO-2D Model

The first version of the FLO-2D model was called MUDFLOW. It was initiated in 1988 to
conduct a Federal Emergency Management Agency (FEMA) flood insurance study (FIS) of an urbanized
alluvial fan in Colorado. FEMA had requested the investigation of flood routing models that might be
suitable for simulating mudflows. The Diffusive Hydrodynamic Model (DHM) created by Hromadka and
Yen (1987) distributed by the USGS was considered to be a simple finite difference model that might
serve as a template to develop a more sophisticated hydraulic model for mudflows. The selection of the
DHM model as a template for the MUDFLOW model was based on its availability in the public domain.
its simple numerical approach and a finite difference scheme that permitted modification of the grid
element attributes.

The original MUDFLOW model was only a few hundred lines of Fortran code and was limited to

. 250 grid elements. A six hour hydrograph took over 12 hours to run on an XT computer. After 21 years
of development, the program code has grown to be in excess of 40,000 lines of code, 60 subroutines and a
number of processor programs. Virtually none of the original simplistic DHM concept remains in the
current FLO-2D model. FLO-2D computes overland flow in 8-directions, reports on mass conservation,
utilizes a variable timestep incrementing and decrementing scheme, incorporates efficient numerical
stability criteria, has unlimited array allocation (unlimited grid elements), includes graphical editing, and
has output display processor programs.

FLO-2D is a physical process model that routes rainfall-runoff and flood hydrographs over
unconfined flow surfaces or in channels using the dynamic wave approximation to the momentum
equation. It has a number of components to simulate street flow, buildings and obstructions, sediment
transport, spatially variable rainfall and infiltration, floodways and many other flooding details. Predicted
flow depth and velocity between the grid elements represent average hydraulic flow conditions computed
for a small timestep (on the order of seconds). Typical applications have grid elements that range from 25
ft to 500 ft on a side and the number of grid elements is unlimited.



1.2 Modeling the Hydrologic System with FLO-2D

The FLO-2D system consists of processor programs to facilitate graphical editing and mapping
and components that simulation channel and floodplain detail. The Grid Developer System (GDS)
generates a grid system that represents the topography as a series of small tiles. The FLO-2D model has
components for rainfall, channel flow. overland flow, street flow, infiltration, levees and other physical
features. The GDS and the FLOENVIR processor programs are used to spatially edit the grid system
attributes. The PROFILES program edits channel slope and cross section shape. Flood routing results
can be viewed graphically in the MAXPLOT, MAPPER and HYDROG (plot hydrograph) programs.

FLO-2D is an effective tool for delineating flood hazards or designing flood mitigation. The
model utility is discovered through its application to diverse flooding problems. Starting with a basic
overland flood scenario, details can added to the simulation by turning on or off switches for the various
components shown in Figure 1. Multiple flood hydrographs can be introduced to the system either as a
floodplain or channel inflow. As the floodwave moves over the floodplain or down channels or streets,
flow over adverse slopes, floodwave attenuation, ponding and backwater effects can be simulated. In
urban areas, buildings and flow obstructions can be simulated to account for the loss of storage and
redirection of the flow path. The levee component can be used to test mitigation alternatives.

Channel flow is one-dimensional with the channel geometry represented by either by natural,
rectangular or trapezoidal cross sections. Street flow is modeled as a rectangular channel. Overland flow
is modeled two-dimensionally as either sheet flow or flow in multiple channels (rills and gullies).
Channel overbank flow is computed when the channel capacity is exceeded. An interface routine
calculates the channel to floodplain flow exchange including return flow to the channel. Similarly. the
interface routine also calculates flow exchange between the streets and overland areas within a grid
element (Figure 2). Once the flow overtops the channel, it will disperse to other overland grid elements
based on topography. roughness and obstructions. For flood projects with specific requirements, there are
several unique components such as mud and debris flow routing, sediment transport, a floodway option,
open water surface evaporation and others.

The uvser is encouraged to apply these components while understanding the contribution of each
component to the overall flood distribution. It is important to assess the level of detail required on a
given project. FLO-2D users have a tendency to put more detail into their models than is necessary for a
large flood event. Preparation of channel flow, street flow, buildings and flow obstructions data files can
be time consuming and should be tailored to meet the project needs. The desired accuracy of predicted
water surface elevations should be consistent with the resolution of the mapping, survey and hydrologic
data bases. Simulating large floods requires less detail than shallow flood or mitigation design models.
Grid element sizes ranging from 25 ft (8 m) to 500 ft (150 m) is practically for most flood inundation
projects.

[}
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1.3 Getting Started on a Project — A Brief Overview

There are two important steps to starting a flood simulation, obtaining the topographic data base
and developing the flood hydrology. For the first step, a digital terrain model (DTM) has to be overlaid
with a grid system. The Grid Developer System (GDS) processor program will overlay the grid system
on a DTM data base and assign elevations to the grid elements. Aerial photography. detailed topographic
maps. orthographic photos and digitized mapping can be used to locate important features with respect to
the grid system such as streets, buildings. bridges. culverts or other flood conveyance or containment
structures. Figure 3 is a flow chart that outlines how the various components interface with each other.

Each flood simulation requires either an inflow flood hydrograph or a rain storm. The discharge
inflow points might include the alluvial fan apex or a known discharge location in a river system. FLO-
2D can be used to generate the flood hydrograph at a specific location by modeling the rainfall-runoff in
the upstream watershed. Another approach is to use an external hydrologic model to generate an inflow
hydrograph for the FLO-2D model. Rainfall can also be simulated on the water surface as the flood
progresses over the grid system. The model inflow flood volume is the primary factor that determines an
area of flood inundation. For that reason. it is suggested that an appropriate effort be spent on the
hydrology analysis to support the accuracy of the flood routing simulation.

Results from a FLO-2D flood simulation may include: outflow hydrographs from the grid
system; hydrographs and flow hydraulics for each channel element; flood hydrographs and hydraulics for
designated floodplain cross sections; maximum flow depths and velocities for all grid elements; changes
in bed elevation: and a summary of the inflow, outflow, storage and volume losses in the system. The
user can specify the temporal and spatial output detail including the outflow hydrograph locations, the
output time intervals and the graphical display of the flood progression over the grid system. Starting
with the preliminary FLO-2D runs, the user should test the output options to determine required level of
output detail.
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II. FLO-2D MODEL THEORY

FLO-2D is a simple volume conservation model. [t moves the flood volume around on a series of
tiles for overland flow or through stream segments for channel routing. Floodwave progression over the
flow domain is controlled by topography and resistance to flow. Flood routing in two dimensions is
accomplished through a numerical integration of the equations of motion and the conservation of fluid
volume for either a water flood or a hyperconcentrated sediment flow. A presentation of the governing
equations is followed by a discussion on mud and debris flow modeling.

2:1 Governing Equations

The general constitutive fluid equations include the continuity equation, and the equation of
motion (dynamic wave momentum equation):
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where h is the flow depth and V is the depth-averaged velocity in one of the eight flow directions x. The
excess rainfall intensity (i) may be nonzero on the flow surface. The friction slope component S; is based
on Manning’s equation. The other terms include the bed slope S,. pressure gradient and convective and
local acceleration terms. This equation represents the one-dimensional depth averaged channel flow. For
the floodplain, while FLO-2D is multi-direction flow model. the equations of motion in FLO-2D are
applied by computing the average flow velocity across a grid element boundary one direction at time.
There are eight potential flow directions, the four compass directions (north, east, south and west) and the
four diagonal directions (northeast, southeast, southwest and northwest). Each velocity computation is
essentially one-dimensional in nature and is solved independently of the other seven directions. The
stability of this explicit numerical scheme is based on strict criteria to control the size of the variable
computational timestep. The equations representing hyperconcentrated sediment flow are discussed later
in the manual.

The relative magnitude of the acceleration components to the bed slope and pressure terms is
important. Henderson (1966) computed the relative magnitude of momentum equation terms for a
moderately steep alluvial channel and a fast rising hydrograph as follows:

Bed Pressure Convective Local

Slope Gradient Acceleration Acceleration
Momentum Equation Term: S5 ch/ox VoV/gox oV/got
Magnitude (ft/mi) 26 0.5 0.12 -0.25 0.05

This illustrates that the application of the kinematic wave (S, = Sy) on moderately steep slopes with
relatively steady, uniform flow is sufficient to model floodwave progression and the contribution of the
pressure gradient and the acceleration terms can be neglected. The addition of the pressure gradient term
to create the diffusive wave equation will enhance overland flow simulation with complex topography.
The diffusive wave equation with the pressure gradient is required for floodwave attenuation and change
in storage on the floodplain. The local and convective acceleration terms are important to the flood




routing for flat or adverse slopes or very steep slopes or unsteady flow conditions. Only the full dynamic
wave equation is applied in FLO-2D model.

2.2 Solution Algorithm - How the Model Works

The differential form of the continuity and momentum equations in the FLO-2D model is solved
with a central, finite difference numerical scheme. This explicit algorithm solves the momentum equation
for the flow velocity across the grid element boundary one element at a time. The solution of the
differential form of the momentum equation results from a discrete representation of the equation when
applied at a single point. Explicit schemes are simple to formulate but usually are limited to small
timesteps by strict numerical stability criteria. Finite difference schemes can require lengthy computer
runs to simulate steep rising or very slow rising floodwaves, channels with highly variable cross sections,
abrupt changes in slope, split flow and ponded flow areas.

The solution domain in the FLO-2D model is discretized into uniform, square grid elements. The
computational procedure for overland flow involves calculating the discharge across each of the
boundaries in the eight potential flow directions (Figure 4) and begins with a linear estimate of the flow
depth at the grid element boundary. The estimated boundary flow depth is an average of the flow depths
in the two grid elements that will be sharing discharge in one of the eight directions. Non-linear estimates
of the boundary depth were attempted in previous versions of the model. but they did not significantly
improve the results. Other hydraulic parameters are also averaged between the two grid elements to
compute the flow velocity including flow resistance (Manning’s n-value), flow area, slope, water surface
elevation and wetted perimeter. The flow velocity (dependent variable) across the boundary is computed
from the solution of the momentum equation (discussed below). Using the average flow area between
two elements, the discharge for each timestep is determined by multiplying the velocity times flow area.

The full dynamic wave equation is a second order. non-linear, partial differential equation. To
solve the equation for the flow velocity at a grid element boundary, initially the flow velocity is
calculated with the diffusive wave equation using the average water surface slope (bed slope plus pressure
head gradient). This velocity is then used as a first estimate (or a seed) in the second order Newton-
Raphson tangent method to determine the roots of the full dynamic wave equation (James, et. al., 1977).
Manning’s equation is applied to compute the friction slope. If the Newton-Raphson solution fails to
converge after 3 iterations. the algorithm defaults to the diffusive wave solution.

In the full dynamic wave momentum equation, the local acceleration term is the difference in the
velocity for the given flow direction over the previous timestep. The convective acceleration term is
evaluated as the difference in the flow velocity across the grid element from the previous timestep. For
example, the local acceleration term (1/g*0V/ot) for grid element 251 in the east (2) direction converts to:

AV~ Vi )asiAg * At)

where V, is the velocity in the east direction for grid element 251 at time t. V., is the velocity at the
previous timestep (t-1) in the east direction, At is the timestep in seconds, and g is the acceleration due to
gravity. A similar construct for the convective acceleration term (V,/g*@V/0x) can be made where V; is
the velocity in the east direction and V is the velocity in the west direction for grid element 251:

V, * A(Vy— VihsiAg * Ax)

The discharge across the grid element boundary is computed by multiplying the velocity times
the cross sectional flow area. After the discharge is computed for all eight directions, the net change in
discharge (sum of the discharge in the eight flow directions) in or out of the grid element is multiplied by
the timestep to determine the net change in the grid element water volume (see Figure 4). This net change



in volume is then divided by the available surface area (A,s = storage area) on the grid element to obtain
the increase or decrease in flow depth Ah for the timestep. The channel routing integration is performed
essentially the same way except that the flow depth is a function of the channel cross section geometry
and there are usually only one upstream and one downstream channel grid element for sharing discharge.

Z Q:‘;] = Q,/ * QL' % Qy + Qw + ne oy Qﬂ' + Q.vw + Qnu-: A‘Y“"/ Ah/At

where: Q, = discharge across one boundary
A = surface area of one grid element
Ah/At = change in flow depth in a grid element during one timestep

To summarize, the solution algorithm incorporates the following steps:

I. The average flow geometry, roughness and slope between two grid elements are computed.

o

. The flow depth d, for computing the velocity across a grid boundary for the next timestep (i+1) is
estimated from the previous timestep i using a linear estimate (the average depth between two
elements).

d(\:, = (ll\' it dfwl
3. The first estimate of the velocity is computed using the diffusive wave equation. The only unknown

variable in the diffusive wave equation is the velocity for overland, channel or street flow.

4. The predicted diffusive wave velocity for the current timestep is used as a seed in the Newton-
Raphson solution to solve the full dynamic wave equation for the solution velocity. It should be
noted that for hyperconcentrated sediment flows such as mud and debris flows, the velocity
calculations include the additional viscous and yield stress terms.

5. The discharge Q across the boundary is computed by multiplying the velocity by the cross sectional
flow area. For overland flow. the flow width is adjusted by the width reduction factors (WRFs).

6. The incremental discharge for the timestep across the eight boundaries (or upstream and downstream
channel elements) are summed,

AQ"=0,+0,+0.+0,+0, 10,10, +0,,

and the change in volume (net discharge x timestep) is distributed over the available storage area
within the grid or channel element to determine an incremental increase in the flow depth.
where AQ, is the net change in discharge in the eight floodplain directions for the grid element for the

Adi = AQ At [Aswf

timestep At between time i and i + 1.

7. The numerical stability criteria is then checked for the new grid element flow depth. If any of the
stability criteria are exceeded, the simulation time is reset to the previous simulation time, the
timestep increment is reduced, all the previous timestep computations are discarded and the velocity
computations begin again.

8. The simulation progresses with increasing timesteps until the stability criteria are exceeded.

In this computation sequence, the grid system inflow discharge and rainfall is computed first. then
the channel flow is computed. Next. if streets are being simulated, the street discharge is computed and
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finally, overland flow in 8-directions is determined (Figure 5). After all the flow routing for these
components has been completed, the numerical stability criteria are tested for every floodplain grid,
channel or street element. If stability criteria of any element is exceeded, the timestep is reduced by
various functions depending on the previous history of stability success and the computation sequence is
restarted. [f all the numerical stability criteria are successfully met, the timestep is increased for the next
grid system computational sweep. During a sweep of the grid system for a timestep. discharge flux is
added to the inflow elements, flow velocity and discharge between grid elements are computed and the
change in storage volume in each grid element for both water and sediment are determined. All the
inflow volume, outflow volume, change in storage or loss from the grid system area are summed at the
end of each time step and the volume conservation is computed. Results are written to the output files or
to the screen at user specified output time intervals.

The FLO-2D flood routing scheme proceeds on the basis that the timestep is sufficiently small to
insure numerical stability (i.e. no numerical surging). The key to efficient finite difference flood routing
is that numerical stability criteria limits the timestep to avoid surging and yet allows large enough
timesteps to complete the simulation in a reasonable time. FLO-2D has a variable timestep that varies
depending on whether the numerical stability criteria are not exceeded or not. The numerical stability
criteria are checked for the every grid element on every timestep to ensure that the solution is stable. If
the numerical stability criteria are exceeded, the timestep is decreased and all the previous hydraulic
computations for that timestep are discarded. Most explicit schemes are subject to the Courant-Friedrich-
Lewy (CFL) condition for numerical stability (Jin and Fread, 1997). The CFL condition relates the
floodwave celerity to the model time and spatial increments. The physical interpretation of the CFL
condition is that a particle of fluid should not travel more than one spatial increment Ax in one timestep
At (Fletcher,1990). FLO-2D uses the CFL condition for the floodplain, channel and street routing. The
timestep At is limited by:

At=C Ax/(BV +c¢)
where:

C is the Courant number (C < 1.0)

AX is the square grid element width

V is the computed average cross section velocity
f3 is a coefficient (5/3 for a wide channel)

¢ is the computed wave celerity

While the coefficient C can vary from 0.3 to 1.0 depending on the type of explicit routing algorithm, a
value of 1.0 is employed in the FLO-2D model to allow the model to have the largest timestep. When C
is set to 1.0, artificial or numerical diffusivity is theoretically zero for a linear convective equation
(Fletcher, 1990).

For nonlinear equations, it is not possible to completely avoid the artificial diffusivity or
numerical dispersion by setting C equal to 1.0 (Fletcher, 1990). For full dynamic wave routing, another
set of the numerical stability criteria is applied that was developed by Ponce and Theurer (1982). This
criteria is a function of bed slope, specific discharge and grid element size. It is expressed as:

At < §S,AX*/qo

where g, is the unit discharge. S, is the bed slope and C is an empirical coefficient. The coefficient  was
created as a variable unique to the grid element and is adjusted by the model during runtime within a
minimum and maximum range set by the user. Similar to the CFS criteria. when this numerical stability
is exceeded. the hydraulic computations for that timestep are dumped and the timestep is decreased.



Before the CFL and the full dynamic wave equation numerical stability criteria are evaluated
during a FLO-2D simulation, the percent change in depth from the previous timestep for a given grid
element is checked. This percent change in depth is used to preclude the need for any additional
numerical stability analysis. If the percent change in depth is greater than that specified by the user, the
timestep is decreased and all the hydraulic computations for that timestep are voided.

Timesteps generally range from 0.1 second to 30 seconds. The model starts with the a minimum
timestep equal to 1 second and increases it until one of the three numerical stability condition is exceeded,
then the timestep is decreased. If the stability criteria continue to be exceeded, the timestep is decreased
until a minimum timestep is reached. If the minimum timestep is not small enough to conserve volume or
maintain numerical stability, then the minimum timestep can be reduced, the numerical stability
coefficients can be adjusted or the input data can be modified. The timesteps are a function of the
discharge flux for a given grid element and its size. Small grid elements with a steep rising hydrograph
and large peak discharge require small timesteps. Accuracy is not compromised if small timesteps are
used, but the computational time can be long if the grid system is large.

2.3 The Importance of Volume Conservation

A review of a model flood simulation results begins with volume conservation. Volume
conservation is an indication numerical stability and accuracy. The inflow volume. outflow volume.
change in storage and infiltration and evaporation losses from the grid system are summed at the end of
each time step. The difference between the total inflow volume and the outflow volume plus the storage
and losses is a measure of the volume conservation. Volume conservation results are written to the output
files or to the screen at user specified output time intervals. Data errors, numerical instability. or poorly
integrated components may cause a loss of volume conservation. Any simulation not conserving volume
should be revised. It should be noted that volume conservation in any flood simulation is not exact.
While some numerical error is introduced by rounding numbers, approximations or interpolations (such
as with rating tables). volume should be conserved within a fraction of a percent of the inflow volume.
The user must decide on an acceptable level of error in the volume conservation. Most simulations are
accurate for volume conservation within a few millionths of a percent. Generally, volume conservation
within 0.001 percent or less can be considerate as a successful flood simulation.
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III. FLO-2D MODEL SYSTEM
3.1 Assumptions
Conceptualization

FLO-2D flood routing is analyzed using a volume and momentum conservation numerical
scheme. The model moves around blocks of fluids on a discretized flow domain consisting of a system of
tiles. FLO-2D numerically distributes the volume in finite fluid blocks to mimic the floodwave
progression and timing over the discretized surface. Conceptually FLO-2D is not a Lagrangian particle
dynamics model but rather a volume conservation model that moves blocks of volume around on the grid
system in eight directions while controlled by numerical stability criteria.

Spatial Resolution

The spatial and temporal resolution of the FLO-2D model is dependent on the size of the grid
elements and rate of rise in the hydrograph (discharge flux). The rate of change in flood discharge results
in an incremental change in the flow depth when distributed over the available grid element surface area
for a given timestep. Smaller grid elements may improve the resolution of the flood distribution at the
cost of increased computational time, more extensive data files and boundary conditions. A balance must
be struck between the number of grid elements and an acceptable computational time. A grid size of 50 ft
(15 m) to 500 ft (150 m) is usually appropriate for most simulations. Smaller grid elements will not only
significantly increase the number of grid elements (the number of grid elements is quadrupled each time
the grid element size is divided by two). but the rate of discharge flux per unit area of the grid element
increases.

FLO-2D was developed to simulate large flood events on unconfined surfaces. The discretization
of the floodplain topography into a system of square grid elements to accommodate large discharges can
obscure some topographic features such as mounds and depressions. This topographic variability will not
affect the water surface when the entire valley is flooded. When simulating shallow flow due to steep
slopes or small discharge. smaller grid elements should be used. Map resolution and accuracy should be
considered when selecting the grid element size. Topographic contour resolution of plus or minus 1 ft
(0.3 m) may not support grid elements less than 50 ft (15 m).

For one-dimensional channel flow, the spatial representation and variation in channel geometry is
usually limited by the number of cross section surveys. Generally one cross section represents 5 to 10
grid elements. The relationship between flow area. slope and roughness can be distorted by having an
insufficient number of cross section surveys. This can result in numerical surges which commonly occur
in cases of abrupt channel transitions. The objective is to eliminate any discharge surges without
substantially reducing the timestep so that the model runs as fast as possible. This can be accomplished
by having gradual transitions between wide and narrow reaches.

Floodwave Attenuation and Discontinuities

Floodwave attenuation in the FLO-2D model occurs in response to flood storage (both channel
and overbank). It is the most important feature of the FLO-2D model. Infiltration and evaporation losses
can also contribute to floodwave attenuation. Floodwave attenuation represents the interaction of the
friction and bed slope terms with the diffusive pressure gradient. While the application of the dynamic
wave equation can reduce instabilities in the flood routing computations, rapidly varying flow is still
limited by the grid element size. The model does not have the ability to simulate shock waves. rapidly
varying flow or hydraulic jumps, and these discontinuities in the flow profile are smoothed out in the
model’s calculations. Subcritical and supercritical flow transitions are assimilated into the average
hydraulic conditions (flow depth and velocity) between two grid elements.



Simulating Ponded Water Conditions

Ponded water conditions may require special consideration. FLO-2D uses Manning’s equation to
assess hydraulic roughness. Manning’s equation is based on uniform, fully developed turbulent flow. In
a ponded water condition, the velocity profile may not represent uniform flow. Flow near the bed could
be in one-direction and flow near the surface in another direction. A deep ponded water surface might
have a very mild or flat slope, but using Manning’s equation, high average velocities could still be
computed because the velocity is a power function of the depth. It is possible to compute reasonable or
accurate water surface elevations in a ponded water condition with FLO-2D, but very small timesteps
must be applied. The simplest approach to forcing small timesteps is to set DEPTOL in the TOLER.DAT
file to 0.10 or less.

Basic Assumptions

The inherent assumptions in a FLO-2D simulation are:

Steady flow for the duration of the timestep:

Hydrostatic pressure distribution;

Hydraulic roughness is based on steady. uniform turbulent flow resistance:

A channel element is represented by uniform channel geometry and roughness.

These assumptions are self-explanatory but they remind us that the flow conditions between grid elements
are being averaged.

Rigid Bed versus Mobile Bed

When sediment transport is not simulated, a rigid bed is presumed for the flood simulation. Rigid
boundary conditions are appropriate for flow over steep slopes. urban flooding and mudflow events. The
area of inundation associated with extreme flood events are generally unaffected by bed changes.
Channel bed changes generally deviate about a mean condition, and the portion of the flood volume
stored in the channel can be small relative the volume on the floodplain. It is assumed in rigid bed
simulations that the average flow hydraulics and water surface are not appreciably affected by the scour
and deposition that might occur in an individual grid element. Simulating a mobile bed can be more
important for smaller floods. for alluvial fan flows and where channel avulsion or sediment deposition
might change the flow path.



3.2 Parameter Variability
Roughness Adjustments

For overland flow, there are two flow conditions that warrant special attention. Shallow overland
flow where the flow depth is on the order of the roughness elements (>0.2 ft or 0.06 m) can be more
effectively modeled by assigning the SHALLOWN parameter in the CONT.DAT file. Suggested n-
values for the SHALLOWN parameter range from 0.10 to 0.20. For shallow overland flow less than 0.5
ft (0.15 m) but greater than 0.2 ft (0.06 m), 50% of the SHALLOWN n-value assigned. This roughness
adjustment accounts for higher flow resistance associated with shallow flows through vegetation.

Depth variable n-values can be computed for both the channel and floodplain to control the
floodwave timing. Roughness n-values to be increased for shallow flows based on the assignment of
bankfull n-values for the channel and flows 3 ft (1 m) and higher for overland flooding. The
ROUGHADI variable in the CHAN.DAT file will enable the depth variable n-value adjustment for
channel flow. The depth variable n-value is the default condition for floodplain flow and the AMANN
variable in the CONT.DAT file will “turn off’ this adjustment. The basic equation for the roughness ny
as function of flow depth is:

-(r2 depth/dmax)

Ng=ny I €
where:

n,= bankfull discharge roughness

depth = flow depth

dmax = bankfull flow depth

r2 = roughness adjustment coefficient (fixed for overland flow)
ro=1./e™

Ponded Water Conditions

For ponded water conditions with water surface slopes less than 0.001, Manning’s open channel
flow equation representing the friction slope has limited applicability. In this case, it may necessary to
slow the model down by reducing the stability criteria in the TOLER.DAT file. It is recommended that
you review the maximum velocities in MAXPLOT for any surging. If you have unreasonable velocities,
reduce the stability criteria and/or increase n-values. The selected n-values should be in a range that
represents actual flow resistance (see Table 2).

Flow Contraction and Expansion

Flow contraction and expansion between two channel elements is addressed by increasing the
head loss as function of the ratio of the flow areas. The head loss coefficient is 0.0 for a ratio of 0.95 or
higher. For a contraction of up to 60%. the head loss coefficient varies from 0.0 to 0.6. For flow
expansion where the ratio of flows is 60% or less, the head loss coefficient varies from 0.0 to 1.0. The
head loss is given by the velocity head V*/2g times the head loss coefficient and is expressed as slope
between the two channel elements. The head loss reduces the available energy gradient between the
channel elements. Variability of the contraction and expansion coefficient is automatically computed by
the channel routing routine.

Limiting Froude Numbers

Limiting Froude numbers can be specified for overland flow, channel flow and street flow. As an
introduction, limiting Froude numbers can be used to adjust the relationship between the flow area. slope
and n-values. When the computed Froude number exceeds the limiting Froude number, the n-value is
increased for that grid element by a small incremental value for the next timestep. In this manner, the
flow can be forced to be subcritical if in reality, critical or supercritical flow is not possible. For example,
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in steep-slope sand bed channels, high energy flows may entrain more sediment to sustain subcritical
flow. In this case, the limiting Froude number might be set to 0.9. For flow down steep streets. a
maximum Froude number of 1.2 to 1.5 may be specified to limit the supercritical flow. Since FLO-2D
does not simulate hydraulic jumps, the limiting Froude number should represent average flow conditions
in a channel reach. During the falling limb of the hydrograph when the Froude decreases to a value less
than 0.5, the flow resistance n-value decreases by a small incremental value until the original n-value is
reached. The limiting Froude number will be discussed in more detail in Section 4.6.

Flood Parameter Variability

FLO-2D can simulate the many components of the hydrologic system including rainfall,

infiltration, street flow, and flow through hydraulic structures. This level of detail requires a large
number of variables. In terms of the channel and floodplain flood routing, the parameters having the
greatest effect on the area of inundation or outflow hydrographs are as follows:

Inflow hydrograph discharge and volume directly affect the area of inundation.
The overland flow path is primarily a function of the topography.

The floodplain roughness n-values range from 0.03 to 0.5 and control the overland floodwave
speed.

River channel n-values generally range from 0.020 to 0.085. Roughness adjustment will usually
result in only minor variation of the water surface (~ 0.2 ft or 0.06 m).

The relationship between the channel cross section flow area, bed slope and roughness controls
the floodwave routing. attenuation and numerical stability. Flow area has the most important
affect on channel routing stability. Changes in the cross section flow area between channel
elements should be limited to 25% or less. More cross section surveys may be necessary to
simulated rapidly changing flow geometry. Constructed rapid transitions in channel geometry
can be modeled, but will require smaller timesteps and more channel detail.

Floodplain storage loss (ARF values) due to buildings, trees or topography can be globally
assigned for the entire grid system using the XARF parameter in the CONT.DAT file. Typically.
an XARF value of 5% to 10% can be used to represent a small loss of storage over the entire grid
system.

Most watershed and alluvial fan flooding should be bulked for sediment loading. If the sediment
loading will be relatively minor, the XCONC factor in the CONT.DAT file can be used to
uniformly bulk all the inflow hydrograph volumes. Typically. watershed flooding that will not
generate mudflows can be conservatively bulked using an XCONC value of 10% to 15% by
volume. River flood sediment concentration will rarely exceed 5% by volume and setting
XCONC = 5% will conservatively bulk the inflow hydrograph volume by 1.05. Mudflow should
be simulated by assigning concentrations by volume to the inflow hydrographs and the XCONC
factor should not be used.



3.3 Inflow and Outflow Control

A discretized flood hydrograph from an upstream basin can be inflow either to the floodplain.
channel or both. More than one grid element can have an inflow hydrograph. Hydrographs can be
assigned as either direct inflow or outflow (diversions) from a channel. This could be a simple constant
diversion of 100 cfs or a variable hydrograph over the course of the simulation. [f mudflows are being
simulating then a volumetric sediment concentration or sediment volume must be assigned to each water
discharge increment.

For flow out of the grid system. outflow grid elements must be specified for either the floodplain
or channel or both. The discharge from outflow elements is equal to sum of the inflows and a flow depth
is then assigned to the outflow element based on a weighted average of the upstream flow depths. In this
manner, normal flow is approximated at the outflow element. The outflow discharge is totally removed
from the system and is accounted to the outflow volume. It is possible to specify outflow from elements
that are not on the boundary of the grid system, but outflow elements should be treated as sinks (all the
inflow to them is lost from the flow system). Outflow elements should not be modified with ARF’s or
WREF’s, levees, streets, etc. Channel outflow can also be established by a stage-discharge. This option
can be used when channel outflow occurs at a hydraulic structure or when a known discharge relationship
is available.

Stage-time relationships can be specified for either the floodplain or channel. These relationships
can be assigned for outflow elements or for any elements in the system. When a stage-time relationship is
specified. volume conservation is accounted for when the discharge enters or leaves the stage-time
designed grid element. Stage-time relationships provide opportunity to simulate coastal flooding related
to ocean storm surge, hurricane surges or tsunamis (Figure 6). In addition, the backwater effects of tidal
variation on river and estuary flooding can be model.

Figure 6. Overland Tsunami Wave Progression in an Urban Area (Waikiki Beach, Hawaii)

34 Floodplain Cross Sections

A floodplain cross section analysis can be conducted by specifying grid elements in a cross
section in the FPXSEC.DAT file. The grid elements must be contiguous and in a straight line to
constitute a cross section across a floodplain or alluvial fan. By designating one or more cross sections,
the user can track floodwave attenuation across unconfined surfaces. Both the flood hydrograph and flow
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hydraulics can be analyzed at cross sections. The average cross section hydraulics as well as the
individual grid element hydraulics in the cross section are summarized in cross section output files.

3.5 Graphical User Interface

A graphical user interface (GUI) facilitates the data input. The GUI creates the ASCII text files
used by the FLO-2D model. Specific instructions for the GUI are presented in the Data Input Manual.
The GUI is series of forms that represent the individual FLO-2D data files. Each form consists of data
dialog boxes. radio switch buttons or grid entry tables. After the data is entered in the GUI dialog boxes,
the resulting ASCII text file can be viewed from the GUI or from any other ASCII editor such as MS
WordPad®. You can run the model or any of the processor programs from the GUI, but the model doesn’t
need the GUI to run a simulation.

3.6 Grid Developer System (GDS)

The Grid Developer System (GDS) create and edit the FLO-2D grid system and data files and
provides a platform for running the other pre- and post-processor programs. The GDS is a pre-processor
program that will overlay the grid system on the DTM points. interpolate and assign elevations to the grid
elements. The GDS will then automatically prepare the basic input files for the FLO-2D model. Geo-
referenced aerial photos, shape file images or maps can be imported as background images to support the
graphical editing.

In addition to developing the FLO-2D grid system, the GDS also provides important editorial
features including the assignment of spatially variable grid element attributes such channels. levees,
streets, infiltration, area and width reduction factors, floodplain elevation and roughness. inflow and
outflow nodes and rill and gully geometry. It allows selection of individual elements or large groups of
node using the mouse. Rainfall can also be spatially varied. Detailed instructions are presented in the
GDS Manual.

7 Graphical Output Options

A graphical display of the flow depths can be viewed on the screen during a FLO-2D simulation
to visualize the progression of the floodwave over the potential flow surface. In addition to the predicted
flow depths, an inflow hydrograph will be plotted. For rainfall simulation, the cumulative precipitation
can also be plotted. The grid element results for floodplain, channel and street flow can be reviewed in a
post-processor program MAXPLOT or flood contours can be generated in MAPPER.

Graphical displays are provided in the HYDROG. PROFILES and MAPPER post-processor
programs. HYDROG will plot the hydrograph for every channel element. HYDROG can also be used to
evaluate the average channel hydraulics in a given reach. The user can select the upstream and
downstream channel elements and the program will compute the average of the hydraulics for all the
channel elements in the reach including: velocity, depth, discharge. flow area, hydraulic radius, wetted
perimeter, top width, width to depth ratio, energy slope, and bed shear stress. The PROFILES program
plots channel water surface and bed slopes.

MAPPPER is the primary program for displaying the FLO-2D results. It can create high
resolution color contour plots. Several map combinations can be created: grid element or DTM point
plots, line contour maps and shaded contour maps. Maps can be created for ground surface elevations,
maximum water surface elevations, maximum floodplain flow depths, maximum velocities, maximum
static and dynamic pressure, specific energy, and floodway delineation. One of the most important




features of MAPPER is its capability to create flood depth plots using the DTM topographic points.
When the user activates the feature, MAPPER will subtract each DTM ground point elevation from the
grid element floodplain water surface elevation. The resultant DTM point flow depths can then be
interpolated and plotted as color contours. Some of the MAPPER features include:

e Multiple geo-referenced aerial photos in various graphic formats can be imported such as
TIFF, BMP. JPG, etc.

e Multiple layer capability including control of layer properties is available.
e Cutand view flow depth and topography profiles.

e Flood damage assessment component to compute the flood damage as function of the
FLO-2D predicted maximum depths. building shape files and building value tables (dbf
file).

¢ Flood animation. The floodwave progression over the grid system can be viewed.
¢ Flood maximum deposition and scour can be plotted.

e Maximum flow velocity vectors can be viewed.

¢ Hazard maps based on flood intensity and frequency can be created.

e @IS shape files (*.shp) are automatically created with any plotted results. This GIS shape
files can be then be imported into ArcView or other GIS programs.

e FEMA Digital Flood Insurance Rate Map (DFIRM) optional tool.

The MAPPER features and functions are described in its own manual.

3.8 Data Output Options

The FLO-2D model has a number of output files to help the user organize the results. Floodplain,
channel and street hydraulics are written to file. Hydraulic data include water surface elevation, flow
depth and velocities in the eight flow directions. Discharge for specified output intervals (hydrographs)
are written to various files. A mass conservation summary table comparing the inflow. outflow and
storage in the system is presented in the SUMMARY.OUT file. A complete description of all the output
files are presented in the Data Input Manual.







IV. MODEL COMPONENTS

4.1 Model Features
The primary features of the FLO-2D model are:

e Floodwave attenuation can be analyzed with hydrograph routing.
e Overland flow on unconfined surfaces is modeled in eight directions.

e Floodplain flows can be simulated over complex topography and roughness including split flow.
shallow flow and flow in multiple channels.

e Channel, street and overland flow and the flow exchange between them can be simulated.

e Channel flow is routed with either a rectangular or trapezoidal geometry or natural cross section
data.

e Streets are modeled as shallow rectangular channels.

e The flow regime can vary between subcritical and supercritical.

e Flow over adverse slopes and backwater effects can be simulated.

e Rainfall, infiltration losses and runoff on the alluvial fan or floodplain can be modeled.
e Viscous mudflows can be simulated.

e The effects of flow obstructions such as buildings, walls and levees that limit storage or modify
flow paths can be modeled.

e The outflow from bridges and culverts is estimated by user defined rating curves.
e The number of grid and channel elements and most array components is unlimited.

Data file preparation and computer run times vary according to the number and size of the grid
elements. the inflow discharge flux and the duration of the inflow flood hydrograph being simulated.
Most flood simulations can be accurately performed with square grid elements ranging from 100 ft (30 m)
to 500 ft (150 m). Projects have been undertaken with grid elements as small as 10 ft (3 m), although
models with grid elements this small tend to be slow. It is important to balance the project detail and the
number of model components applied with the mapping resolution and anticipated level of accuracy in
the results. It is often more valuable from a project perspective to have a model that runs quickly
enabling many simulation scenarios to be performed from which the user can learn about how the project
responds to flooding. Model component selection should focus on those physical features that will
significantly effect the volume distribution and area of inundation. A brief description of the FLO-2D
components follows.

4.2 Overland Flow

The simplest FLO-2D model is overland flow on an alluvial fan or floodplain. The floodplain
element attributes can be modified to add detail to the predicted area of inundation. The surface storage
area or flow path on grid elements can be adjusted for buildings or other obstructions. Using the area
reduction factors (ARFs), a grid element can be completely removed from receiving any inflow. Any of
the eight flow directions can be partially or completely blocked to represent flow obstruction. The area of
inundation can also be affected by levees, channel breakout flows, flow constriction at bridges and
culverts, or street flow in urban areas. Rainfall and infiltration losses can add or subtract from the flow
volume on the floodplain surface. These overland flow components are shown in a computational flow
chart in Figure 7.



Overland flow velocities and depths vary with topography and the grid element roughness.
Spatial variation in floodplain roughness can be assigned through the GDS or FLOENVIR processor.
The assignment of overland flow roughness must account for vegetation, surface irregularity, non-
uniform and unsteady flow. It is also a function of flow depth. Typical roughness values (Manning’s n
coefficients) for overland flow are shown in Table 1.

. 1
Table 1. Overland Flow Manning's n Roughness Values
Surface n-value

Dense turf 0.17-0.80
Bermuda and dense grass. dense vegetation 0.17-0.48
Shrubs and forest litter, pasture 0.30-0.40
Average grass cover 0.20 - 0.40
Poor grass cover on rough surface 0.20-0.30
Short prairie grass 0.10-0.20
Sparse vegetation 0.05-0.13
Sparse rangeland with debris

0% cover 0.09-0.34

20 % cover 0.05-0.25
Plowed or tilled fields

Fallow - no residue 0.008-0.012

Conventional tillage 0.06-0.22

Chisel plow 0.06-0.16

Fall disking 0.30-0.50

No till - no residue 0.04-0.10

No till (20 - 40% residue cover) 0.07-0.17

No till (60 - 100% residue cover) 0.17-0.47
Open ground with debris 0.10-0.20
Shallow glow on asphalt or concrete (0.25" to 1.0") 0.10-0.15
Fallow fields 0.08-0.12
Open ground, no debris 0.04-0.10
Asphalt or concrete 0.02 - 0.05
'Adapted from COE, HEC-1 Manual. 1990 and the COE. Technical Engineering and Design Guide, No.
19. 1997 with modifications.

Some FLO-2D projects have been model grid elements inside of the channel. In this case. the
channel component is not used and instead the FLO-2D grid system is draped over the channel portion of
the topography. While these projects have been conducted with some success, there are several modeling
concerns that should be addressed. The FLO-2D model was developed to be able to exchange 1-D
channel overbank discharge with the floodplain grid elements. For this reason. the model works well on
large flood events and large grid elements. When small grid elements are used inside of a channel with
confined flow and large discharges and flow depths, the model may run slow. In addition, there will be
zero water surface slope between some grid elements. It should be noted that the application of the
Manning’s equation for uniform channel to compute the friction slope is no longer valid as the velocity
approaches zero (ponded flow condition). The resulting water surface elevations can be accurately
predicted but will display some small variation across the channel.




For overland flow, the specific energy. impact pressure and static pressure are computed and
reported to file on an output interval basis. The specific energy is computed by adding the flow depth
velocity head (V*/2g) to the flow depth. The maximum specific energy is reported to the file
SPECENERGY.OUT by grid element. You can use MAPPER to plot the specific energy contours.

The impact pressure P; for a floodplain grid element is reported as a force per unit length (impact
pressure x flow depth). The user can then multiply the impact pressure by the structure length within the
grid element to get a maximum impact force on the structure. Impact force is a function of fluid density.
structure materials. angle of impact, and a number of other variables. To conservatively estimate the
impact pressure, the equation for water taken from Deng (1996):

Pi = l\ p|' \/2

where P; is the impact pressure, coefficient k is 1.28 for both both English and SI units, ps= water density
and V is the maximum velocity regardless of direction. For hyperconcentrated sediment flows such as
mud floods and mudflows, the fluid density pr and coefficient k is a function of sediment concentration
by volume. The coefficient k is based on a regressed relationship as a function of sediment concentration
from the data presented in Deng (1996). This relationship is given by,

k= 1261

where Cw = sediment concentration by weight. The impact pressure is reported in the file
IMPACT.OUT.

The static pressure P, for each grid element is also expressed as a force per unit length. It is given by the
maximum flow depth to the center of gravity h times the specific weight of the fluid. The static pressure
is then multiplied by the flow depth to compute the static force per unit length of structure (assumes
surface area A =1 x d). The maximum static pressure is written to the STATICPRESS.OUT file.
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4.3 Channel Flow

Flow in channels is simulated as one-dimensionally. Average flow hydraulics of velocity and
depth define the discharge between channel grid elements. Secondary currents, dispersion and
superelevation in channel bends are not modeled with the 1-D channel component. The governing
equations of continuity and momentum were present in Section 2.1. The average flow path length
between two channel elements is on the order of the length of the grid element and this precludes the
simulation of hydraulic jumps over a short distance. The flow transition between subcritical and
supercritical flow is based on the average conditions between two channel elements.

River channel flow is simulated with either rectangular or trapezoidal or surveyed cross sections
and is routed with the dynamic wave approximation to the momentum equation. The channels are
represented in the CHAN.DAT by a grid element, cross section geometry that defines the relationship
between the thalweg elevation and the bank elevations, average cross section roughness, and the length of
channel within the grid element. Channel slope is computed as the difference between the channel
element thalweg elevation divided by the half the sum of the channel lengths within the channel elements.
Channel elements must be contiguous to be able to share discharge.

The channel width can be larger than the grid element and may encompass several elements
(Figure 9). If the channel width is greater than the grid element width, the model extends the channel into
neighboring grid elements. A channel may be 1000 ft (300 m) wide and the grid element only 300 ft (100
m) square. The model also makes sure that there is sufficient floodplain surface area after extension. The
channel interacts with the right and left bank floodplain elements to share discharge. Each bank can have
a unique elevation. If the two bank elevations are different in the CHAN.DAT file, the model
automatically splits the channel into two elements even if the channel would fit into one grid element.

Channel Extension

/ Flow Direction

\( / Dxreutlon of channel extension
1
" Wy
.
P
//
“Grid elements automatically removed

Figure 9. Channel Extension over Several Grid Elements

There are two options for establishing the bank elevation in relationship to the channel bed
elevation (thalweg) and the floodplain elevation in the CHAN.DAT file:

1. The channel grid element bed elevation is determined by subtracting the assigned channel thalweg
depth from the floodplain elevation.

2. A bank elevation is assigned in the CHAN.DAT file and the channel bed elevation is computed by
subtracting the thalweg depth from the lowest bank elevation.

When using cross section data for the channel geometry, option 2 should be applied.
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In river simulations. the important components include channel routing, the channel-floodplain
interaction, hydraulic structures and levees. These components are described in more detail in the
following sections. The basic procedure for creating a FLO-2D river simulation is as follows:

Select Channel Cross Sections. Surveyed river cross sections should be spaced to represent a
uniform river reach that may encompass a number of channel elements, say 5 to 10 elements. Geo-
referenced surveyed cross section station and elevation data can be entered directly into the model data
files or the data can be defined by setting the highest bank to an arbitrary elevation. For channel design
purposes, a rectangular or trapezoidal cross section may be selected. To use surveyed cross section data,
an XSEC.DAT file has to be created with all cross section station and elevation data. The cross sections
are then assigned to a channel element in the CHAN.DAT. The relationship between the flow depth and
channel geometry (flow area and wetted perimeter) is based on an interpolation of depth and flow area
between vertical slices that constitute a channel geometry rating table for each cross section.

Locate the Channel Element with Respect to the Grid System. Using the GDS and an aerial
photo, the channels can be assigned to a grid element. For channel flow to occur through a reach of river,
the channel elements must be neighbors.

Adjust the Channel Bed Slope and Interpolate the Cross Sections. Each channel element is
assigned a cross section in the CHAN.DAT file. Typically, there are only a few cross sections and many
channel elements, so each cross section will be assigned to several channel elements. When the cross
sections have all been assigned the channel profile looks like a stair case because the channel elements
with the same cross section have identical bed elevations. The channel slope and cross section shape can
then be interpolated by using a command in the GDS or in the PROFILES program that adjusts and
assigns a cross section with a linear bed slope for each channel element. The interpolated cross section is
a weighted flow area adjustment of the cross section to achieve a more uniform rate of change in the flow
area.

The user has several other options for setting up the channel data file including grouping the
channel elements into segments, specifying initial flow depths, identifying contiguous channel elements
that do not share discharge, assigning limiting Froude numbers and depth variable n-value adjustments.

IMPORTANT NOTE: Manning'’s equation is an empirical formula that was developed on the basis of
laboratory and field measurements on steady, uniform, fully developed turbulent flow. Its application,
however has become universal for all flow conditions. In a FLO-2D flood simulation the flow is
neither steady nor uniform. Channel backwater and ponded flow conditions are two instances when
Manning’s equation may not be appropriate. The flow resistance should be represented by a
composite n-value that includes adjustments to the basic n value for bed irregularities, obstructions,
vegetation, variation in channel geometry, channel expansion and contraction, potential rapidly
varying flow and variable river planform. Poor selection of n-values or failure to provide spatial
variation in roughness can result in numerical surging. Avoid using n-values for natural channels
that represent prismatic channel flow.

4.4 Channel-Floodplain Interface

Channel flow is exchanged with the floodplain grid elements in a separate routine after the
channel, street and floodplain flow subroutines have been completed. When the channel conveyance
capacity is exceeded. an overbank discharge is computed. If the channel flow is less than bankfull
discharge and there is no flow on the floodplain, then the channel-floodplain interface routine is not
accessed. The channel-floodplain flow exchange is limited by the available exchange volume in the
channel or by the available storage volume on the floodplain. The interface routine is internal to the
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model and there are no data requirements for its application. This subroutine also computes the flow
exchange between the street and the floodplain.

The channel-floodplain exchange is computed for each channel bank element and is based on the
potential water surface elevation difference between the channel and the floodplain grid element
containing either channel bank (Figure 2). The computed velocity of either the outflow from the channel
or the return flow to the channel is computed using the diffusive wave momentum equation. It is assumed
that the overbank flow velocity is relatively small and thus the acceleration terms are negligible. The
channel bank elevation is established by the surveyed channel geometry and the channel water surface
and floodplain water surface is known in relationship to the channel top of bank. For return flow to the
channel. if the channel water surface is less than the bank elevation, the bank elevation is used to compute
the return flow velocity. Overbank discharge or return flow to the channel is computed using the
floodplain assigned roughness. The overland flow can enter a previously dry channel.

4.5 Limiting Froude Numbers

The Froude number represents several physical implications: it delineates subcritical and
supercritical flow, it is the ratio of average flow velocity to shallow wave celerity and it relates the
movement of a translational wave to the stream flow. Jia (1990) suggested that the trend towards the
minimum Froude number is a mechanism that controls the channel adjustment. An alluvial channel
system tends to lower its potential energy and attain higher stability as it evolves. This indicates that the
greater the bed material movement, the lower the channel stability. It follows therefore that a channel
with low bed material movement and high stability will also have minimum hydraulic values. As alluvial
channels approach equilibrium conditions. the Froude number will seek a minimum value to reflect
minimum bed material motion and maximum channel stability. Since the Froude number identifies a
hydraulic state, the most stable condition for sand-bed channel equilibrium may be directly related to a
minimum Froude number (Jia, 1990).

Establishing a limiting Froude number in a flood routing model can help sustain the numerical
stability. In alluvial channels, the practical range of Froude numbers at bankfull discharge is 0.4 to 0.6.
Overland flow on steep alluvial fans can approach critical flow (a Froude number of 1.0). In general,
supercritical flow on alluvial fans is suppressed by high rates of sediment transport. High velocities and
shallow depths on alluvial surfaces will dissipate energy with sediment entrainment. Supercritical flow is
more prevalent on hard surfaces such as bedrock. Jia (1990) provides a relationship to estimate a
minimum Froude number (Fr,,,) for stable alluvial channels at equilibrium:

Fr(mm) — 449 d-()_lxﬁ (VS)U 377
where d = representative sediment size. V = velocity and S = bed slope.
When a limiting Froude is assigned for either floodplain flow (FROUDL in CONT.DAT), street
flow (STRFNO in STREET.DAT) or channel flow (FROUDC in CHAN.DAT), the model computes the

grid element flow direction Froude number for each timestep. If the limiting Froude number is exceeded.
the Manning’s n-value for hydraulic flow resistance is increased according to the following criteria.

Percent change

from the original n-value n-value increment increase
< 0.20 0.0002
0.20 <% <0.50 0.0001
0.50 <% < 1.00 0.00002
1.00 <% < 2.00 0.000002



On the recessional limb, when the limiting Froude number is not exceeded the n-value is decreased by
0.0001. This increase in flow resistance mimics increasing energy loss as the flow accelerates. When the limiting
Froude is exceeded. the changes in the n-value are reported in the ROUGH.OUT file. When the simulation is
finished the maximum n-values in the ROUGH.OUT file are written to FPLAIN.RGH, CHAN.RGH or
STREET.RGH depending on the component utilized. After reviewing the maximum n-value changes in
ROUGH.OUT and making any necessary changes in the *.RGH files, these files can be renamed to *.DAT for the
next simulation. In this manner. you are spatially calibrating the channel, street and floodplain roughness to a
reasonable Froude number.

There is a unique relationship that exists between slope, flow area and roughness. If fact. the
Froude number (Fr) is related to the flow resistance K and the energy slope S as given by:

Fr=(KS)"’

If there is a mismatch between these physical variables in a flood routing model. then high velocities can
occur that may result in flow surging. Assigning a limiting Froude number has several practical
advantages. First, it helps to maintain the average flow velocity within a reasonable range. Secondly. a
review of the increased n-values in ROUGH.OUT will identify any trouble spots where the velocity
exceeds a reasonable value. In this case, the roughness value is increased to offset an inappropriate flow
area and slope relationship. When the adjusted n-values in CHAN.RGH and FPLAIN.RGH are used for
the next simulation, the effect of the mismatched variables is reduced and numerical surging is dampened.
In addition, the increased n-values can prevent oversteepening of the frontal wave. As is the case for any
routing model, the best estimate of parameters are not only dependant on the calibration method. but also
are governed by the uniqueness and stability of the optimization process. The final n-values used in a
simulation should be carefully reviewed for reasonableness. The limiting Froude numbers can be set to
*0" for the final simulation to avoid any additional adjustments in the n-values.

4.6 Levees

The FLO-2D levee component confines flow on the floodplain surface by blocking one of the
eight flow directions. Levees are designated at the grid element boundaries (Figure 9). If a levee runs
through the center of a grid element. the model levee position is represented by one or more of the eight
grid element boundaries. Levees often follow the boundaries along a series of consecutive elements. A
levee crest elevation can be assigned for each of the eight flow directions in a given grid element. The
model will predict levee overtopping. When the flow depth exceeds the levee height, the discharge over
the levee is computed using the broadcrested weir flow equation with a 2.85 coefficient. Weir flow
occurs until the tailwater depth is 85% of the headwater depth and then at higher flows, the water is
exchanged across the levees using the difference in water surface elevation. Levee overtopping will not
cause levee failure unless the failure or breach option is invoked.
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Figure 9. Levees are depicted in Red and the River in Blue in the GDS Program

The levee output files include LEVEE.OUT, LEVOVERTOP.OUT and LEVEEDEFIC.OUT.
LEVEE.OUT contains the levee elements that failed. Failure width, failure elevation, discharge from the
levee breach and the time of failure occurrence are listed. A discharge hydrograph overtopping the levee
element is reported in LEVOVERTOP.OUT. The discharge is combined for all the levee directions that
are being overtopped. Finally the LEVEEDIFIC.OUT file lists the levee elements with loss of freeboard
during the flood event. Five levels of freeboard deficit are reported:

0 = freeboard > 3 ft (0.9 m)

1 =2 1t (0.6 m) < freeboard <3 ft (0.9 m)
2 =11t (0.3 m) < freeboard < 2 ft (0.6 m)
3 = freeboard < 1 ft (0.3 m)

4 = levee is overtopped by flow.

The levee deficit can be displayed graphically in both MAXPLOT and MAPPER.
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Figure 10. Levee Freeboard Deficit Plot in Mapper

4.7 Levee and Dam Breach Failures

FLO-2D can simulate levee and dam breach failures (Figures 11 and 12). There are two failure
modes; one is a simple uniform rate of breach expansion and the other predicts the breach erosion. For
both cases. the breach timestep is controlled by the flood routing model. FLO-2D computes the discharge
through the breach, the change in upstream storage, the tailwater and backwater effects, and the
downstream flood routing. Each failure option generates a series of output files to assist the user in
analyzing the response to the dam or levee breach. The model reports of the time of breach or
overtopping, the breach hydrograph. peak discharge through the breach, and breach parameters as a
function of time. Additional output files that define the breach hazard include the time-to-flow-depth
output files that report the time to the maximum flow depth, the time to one foot flow depth and time to
two foot flow depth which are useful for delineating evacuation routes.




Figure 12. Example of a Proposed Domestic Water Supply Reservoir Breach Failure

For the simplified levee failure method. the breach can enlarge vertically or horizontally. Rates
of breach expansion in feet or meters per hour can be specified for both the horizontal and vertical failure
modes. A final levee base elevation that is higher than the floodplain elevation can also be specified. The
levee failure can occur for the entire grid element width for a given flow direction. Discharge through the
breach is based on the breach width and the difference in water surface elevations on the two sides of the
levee. Levee failure can also be initiated by a prescribed specified water surface elevation for a given
duration. The flow through the breach or overtop the levee is computed as broadcrested weir flow using a
weir coefficient of 2.85.

The breach erosion component was added to the FLO-2D model to combine the river-floodplain
exchange and unconfined flooding components with a realistic assessment of a levee or dam failure. The
BREACH model by Fread (1988) was the basis for the breach component. The BREACH model code
was obtained from the National Weather Service and extensively revised. There were a number of code
errors in the original Breach model that were corrected.

The basic mechanisms of dam or levee breach failure are overtopping. piping and slope stability
failure by sliding, slumping or collapse. In FLO-2D, a dam or levee breach can fail as follows:

® Overtopping and development of a breach channel;
Piping failure;
Piping failure and roof collapse and development of a breach channel;

Breach channel enlargement through side slope slumping;

Breach enlargement by wedge collapse.



The user has the option to specify the breach element and breach elevation or to assign global
parameters and the model will determine which grid element is breached. During a flood simulation,
water ponds against the levee or dam until the water surface elevation is higher than the structures and
overtops it or exceeds a prescribed elevation for the breach. The global breach elevation can be specified
as a depth below the crest elevation. When the water elevation exceeds the breach elevation for a given
duration, piping is initiated. If the pipe roof collapse, then the discharge is computed through the
resultant breach channel. A breach channel is also simulated if the levee is overtopped. A description of
the breach enlargement routine follows.

If the user specifies a breach elevation, then piping will be initiated first when the upstream water
surface exceeds the pipe bottom elevation. The breach discharge is computed as weir flow with a user
specified weir coefficient. The discharge is then used to compute velocity and depth in a rectangular pipe
channel. With the channel hydraulics and dam or levee embankment material parameters. sediment
transport capacity is computed using a modified Meyer-Peter Mueller bedload equation (Fread. 1988).
The sediment discharge is assumed to erode uniformly from the walls, bed and rood of the pipe (Figure
13). When the pipe height is larger than the material remaining in the embankment of above, the roof of
the pipe collapses and breach channel flow ensues. The channel discharge is also calculated by the weir
equation and similar to the pipe failure the eroded sediment is distributed on the walls and bed of the
rectangular channel (see Figure 14). As the channel width and depth increases, the slope stability is
checked and if the stability criteria is exceeded, the sides of the channel slump and the rectangular breach
transitions to a trapezoidal channel. The breach continues to wide until the top width of the channel
equals or exceeds the octagon width of the grid element. At this point the breach is assumed to be stable.

Pipe Breach Failure

me———— i

Pipe Expansion

Specify Pipe Elevation
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Figure 13. Pipe Breach Failure

Breach enlargement is also possible by sudden collapse of the upper portion of the dam. The
collapse would consist of a wedge shaped mass of embankment material. This collapse is caused by the
water pressure on the upstream side of the wedge exceeding the friction forces of shear and cohesion that
resist sliding. When the breach collapse occurs, it is assumed that the breach enlargement ceases until all
the wedge material is transported downstream. A flow chart of the basic computation scheme for the
breach component is shown in Figure 15.
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Figure 14. Overtopping and Channel Breach Erosion

Water routed through the breach is accounted by the volume conservation routines in the
FLO-2D model that tracks the storage along with the discharge in and out of every grid element according
to the FLO-2D timesteps. These timesteps are significantly smaller (5 to 10 times smaller) than the
timesteps used in the original BREACH model. The breach component also assesses the sediment
. volume conservation and the water discharge through the breach is bulked by the sediment eroded during
the breach failure. Routing water thru the breach continues until the water surface elevation no longer
exceeds the bottom breach elevations or until all the ponded water is gone.

One of the reasons for selecting the BREACH model is that the program had sufficient
geotechnical detail to mathematical represent the physical process of dam breach failure. Refer to Fread
(1988) for a presentation of the equations and more discussion of the breach theory. The breach model
includes the following features:

e The embankment can have an impervious core and a non-cohesive shell with different materials;

e Embankment material properties include sediment size. specific weight, cohesive strength,
internal friction angle. porosity and Manning’s n-value;

e Breach channel initiation through piping failure:
e Enlargement of the breach through sudden structural collapse or slope instability:
e Riprap material or grass on the downstream face:

e Sediment transport for different size sediment in the embankment core or shell.

There are several important assumptions have been hardwired into the breach model. These are:
e Initial breach width to depth ratio (BRATIO) — if the assigned breach width to depth ration is 0.,
then BRATIO = 2.
e The initial piping width is assumed to be 0.5 ft (0.15 m).

e The minimum and maximum Manning’s n-values permitted for the breach flow resistance are
0.02 and 0.25, respectively.

. e The downstream pipe outlet at the toe of the dam or levee is the grid element floodplain elevation
plus 1 ft (0.3 m).



Breach discharge is computed if the upstream water surface elevation exceeds the upstream
breach pipe or channel bottom elevation plus the tolerance value (TOL ~ 0.1 ft or 0.3 m).

If the specified initial breach elevation in the BREACHDATA.DAT file is less than 10.0 ft (3.0
m), then the initial piping breach elevation is assumed to be the dam or levee crest elevation
minus the assigned breach elevation (Initial Breach Elevation = Levee Crest - BRBOTTOMEL).
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4.8 Hydraulic Structures

Hydraulic structures are simulated by specifying either discharge rating curves or rating tables.
Hydraulic structures can include bridges, culverts, weirs, spillways or any hydraulic facility that controls
conveyance and whose discharge can be specifying by a rating curve or tables. Backwater effects
upstream of bridges or culverts as well as blockage of a culvert or overtopping of a bridge can be
simulated. A hydraulic structure can control the discharge between channel or floodplain grid elements
that do not have to be contiguous but may be separated by several grid elements. For example, a culvert
under an interstate highway may span several grid elements.

A hydraulic structure rating curve equation specifies discharge as a function of the headwater
depth h:
Q=ah’

where: (a) is a regression coefficient and (b) is a regression exponent. More than one power regression
relationship may be used for a hydraulic structure by specifying the maximum depth for which the
relationship is valid. For example. one depth relationship can represent culvert inlet control and a second
relationship can be used for the outlet control. In the case of bridge flow, blockage can simulated with a
second regression that has a zero coefficient for the height of the bridge low chord.

By specifying a hydraulic structure rating table, the model interpolates between the depth and
discharge increments to calculate the discharge. A typical rating curve will start with zero depth and zero
discharge and increase in non-uniform increments to the maximum expected discharge. The rating table
may be more accurate than the regression relationship if the regression is nonlinear on a log-log plot of
the depth and discharge. Flow blockage by debris can be simulated by setting the discharge equal to zero
corresponding to a prescribed depth. This blockage option may useful in simulating worst case mud and
debris flow scenarios where bridges or culverts are located on alluvial fans. Each bridge on an alluvial
fan channel can have simulated blockage forcing all the discharge to flow overland on the fan surface.

4.9 Street Flow

Street flow is simulated as flow in shallow rectangular channels with a curb height using the same
routing algorithm as channels. The flow direction, street width and roughness are specified for each street
section within the grid element. Street and overland flow exchanges are computed in the channel-
floodplain flow exchange subroutine. When the curb height is exceeded. the discharge to floodplain
portion of the grid element is computed. Return flow to the streets is also simulated.

Streets are assumed to emanate from the center of the grid element to the element boundary in the
eight flow directions (Figure 16). For example, an east-west street across a grid element would be
assigned two street sections. Each section has a length of one-half the grid element side or diagonal. A
given grid element may contain one or more streets and the streets may intersect. Street roughness
values, street widths. elevations and curb heights can be modified on a grid element or street section basis
in the GDS program.




Figure 16. Streets Depicted in Green in the FLOENVIR Program.

4.10  Floodplain Surface Storage Area Modification and Flow Obstruction

One of the unique features the FLO-2D model is its ability to simulate flow problems associated
with flow obstructions or loss of flood storage. Area reduction factors (ARFs) and width reduction
factors (WRFs) are coefficients that modify the individual grid element surface area storage and flow
width. ARFs can be used to reduce the flood volume storage on grid elements due to buildings or
topography. WRFs can be assigned to any of the eight flow directions in a grid element and can partially
or completely obstruct flow paths in all eight directions simulating floodwalls, buildings or berms.

These factors can greatly enhance the detail of the flood simulation through an urban area. Area
reduction factors are specified as a percentage of the total grid element surface area (less than or equal to
1.0). Width reduction factors are specified as a percentage of the grid element side (less than or equal to
1.0). For example, a wall might obstruct 40% of the flow width of a grid element side and a building
could cover 75% of the same grid element (Figure 17).

It is usually sufficient to estimate the area or width reduction on a map by visual inspection
without measurement. Visualizing the area or width reduction can be facilitated by plotting the grid
system over the digitized maps or importing an image in the GDS to locate the buildings and obstructions
with respect to the grid system. As a guideline, the area or width reduction factors should be estimated
within 10% to 20%. It should be noted that only four width reduction factors need to be specified for the
eight possible flow directions. The other four flow directions are assigned automatically by grid element
correlation. Two of the specified width reduction factors are for flow across the diagonals. It is possible
to specify individual grid elements that are totally blocked from receiving any flow in the ARF.DAT file.
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Figure 17. Area and Width Reduction Factors

4.11 Rainfall and Runoff

Rainfall and runoff can be routed to the channel system and then the river flood hydraulics can be
computed in the same flood simulation. Either the watershed hydrology or the river hydraulics can be
modeled separately with FLO-2D. Alluvial fan or floodplain rainfall can make a substantial contribution
to the flood volume and peak discharge. Some fan or floodplain surface areas are similar in size as their
upstream watershed areas. In these cases excess rainfall on the fan or floodplain may be equivalent to the
volume of inflow hydrograph from the watershed. The rainfall and runoff on the fan or floodplain may
precede or lag the arrival of the floodwave from the upstream watershed. It would also dilute the
mudflows from the upstream basin.

The storm rainfall is discretized as a cumulative percent of the total. This discretization of the
storm hyetograph is established through local rainfall data or through regional drainage criteria that
defines storm duration, intensity and distribution. Often in a FLO-2D simulation the first upstream flood
inflow hydrograph timestep corresponds to the first rainfall incremental timestep. By altering the storm
time distribution on the fan or floodplain, the rainfall can lag or precede the rainfall in the upstream basin
depending on the direction of the storm movement over the basin. The storm can also have more or less
total rainfall than that occurring in the upstream basin.

There are a number of options to simulate variable rainfall including a moving storm, spatially
variable depth area reduction assignment. or even a grid based rain gage data from an actual storm event.
Storms can be varied spatially over the grid system with areas of intense or light rainfall. Storms can also
move over the grid system by assigning storm speed and direction. A rainfall distribution can be selected
from a number of predefined distributions.

Historical storms can be assigned on a grid element basis using real rainfall data. If calibrated
Next-Generation Radar (NEXRAD) data is available, the rainfall on the NEXRAD pixels for a given time
interval can be automatically interpolated to the FLO-2D grid system using the GDS. Each grid element
will be assigned a rainfall total for the NEXRAD time interval and the rainfall is then interpolated by the
model for each computational timestep. The result is spatially and temporally variable rainfall-runoff

38




from the grid system. As example of the application of NEXRAD rainfall on an alluvial fan and
watershed near Tucson. Arizona is shown in Figure 18. You can accomplish the same result with gridded
network data from a system of rain gages. After the GDS interpolation, each FLO-2D grid element will
have a rainfall hyetograph to represent the storm. This is the ultimate temporal and spatial discretization
of a storm event and the flood replication has proven to be very accurate.

Figure 18. Flooding Replicated from NEXRAD Data near Tucson, Arizona

4.12  Infiltration and Abstraction

Precipitation losses, abstraction (interception) and infiltration are simulated in the FLO-2D
model. The initial abstraction is filled prior to simulating infiltration and typical initial abstraction values
are presented in Table 2. Infiltration is simulated using either the Green-Ampt infiltration model or the
SCS curve number method. The infiltration parameters can be assigned global or the spatial variation of
infiltration over the grid system can be modeled by assigning unique hydraulic conductivity and soil
suction values to each grid element with the GDS. No infiltration is calculated for assigned streets.
buildings or impervious surfaces in the grid elements. Channel infiltration can be also be simulated.
Although channel bank seepage is usually only minor portion of the total infiltration losses in the system,
it can affect the floodwave progression in an ephemeral channel. The surface area of a natural channel is
used to approximate the wetted perimeter to compute the infiltration volume.

The Green-Ampt (1911) equation was selected to compute infiltration losses in the FLO-2D
model because it is sensitive to rainfall intensity. When the rainfall exceeds the potential infiltration, then
runoff is generated. The infiltration continues after the rainfall has ceased until all the available water has
run off or has been infiltrated. The Green-Ampt equation is based on the following assumptions:

e Airdisplacement from the soil has a negligible effect on the infiltration process;
e Infiltration is a vertical process represented by a distinct piston wetting front:
e Soil compaction due to raindrop impact is insignificant;
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. o Hysteresis effects of the saturation and desaturation process are neglected:;
e Flow depth has limited effect on the infiltration processes.

Table 2. Initial Abstraction
Surface Cover Abstraction (inches)
Natural’
Desert and rangeland 0.35
Hillslopes Sonoran desert 0.15
Mountain with vegetation 0.25
Developed — Residential’
Lawns 0.20
Desert landscape 0.10
Pavement 0.05 L
Agricultural fields and pasture 0.50
Conifers” 0.01-0.36
Hardwoods” 0.001 - 0.08
Shrubs® 0.01-0.08
Grass® 0.04 - 0.06
Forest floor” 0.02 - 0.44
iMarlcopa County Drainage Design Manual, 1992.
“W.T. Fullerton, Masters Thesis, CSU, 1983

A derivation of the Green-Ampt infiltration modeling procedure can be found in Fullerton (1983).
To utilize the Green-Ampt model. hydraulic conductivity. soil suction. volumetric moisture deficiency
and the percent impervious area must be specified. Typical hydraulic conductivity. porosity and soil
suction parameters are presented in Tables 3 and 4. The volumetric moisture deficiency is evaluated as
the difference between the initial and final soil saturation conditions (See Table 5). Depression storage is
an initial loss from the potential surface flow (TOL value in TOLER.DAT). This is the amount of water
stored in small surface depressions that does not become part of the overland runoff or infiltration.

Table 3. Green Ampt Infiltration - Hydraulic Conductivity and Porosity
Classification (in/hr)I (in/hr)2 (in/hr)3 Porosity4

sand and loamy sand 1.20 1.21-4.14 2.41-8.27 0.437
sandy loam 0.40 0.51 1.02 0.437
loam 0.25 0.26 0.52 0.463
silty loam 0.15 0.14 0.27 0.501
silt 0.10
sandy clay loam 0.06 0.09 0.17 0.398
clay loam 0.04 0.05 0.09 0.464
silty clay loam 0.04 0.03 0.06 0.471
sandy clay 0.02 0.03 0.05 0.430
silty clay 0.02 0.02 0.04 0.479
clay 0.01 0.01 0.02 0.475
very slow < 0.06°
slow 0.06-.20°
moderately slow 0.20-0.63°
moderate 0.63-2.0°
rapid 2.0-6.3°
very rapid >6.3°
iMaricopa County Drainage Design Manual, 1992
'_Jumcs. et. al., Water Resources Bulletin Vol. 28. 1992
‘W._T. Fullerton, Masters Thesis. CSU. 1983
‘COE Technical Engineering and Design Guide. No. 19, 1997
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Table 4. Green Ampt Infiltration - Soil Suction

Classification (in)' (in)’ (iny’
sand and loamy sand 2.4 1.9-2.4
sandy loam 4.3 4.3
Loam 3.5 3.5
silty loam 6.6 6.6
Silt 75
sandy clay loam 8.6 8.6
clay loam 8.2 8.2
silty clay loam 10.8 10.8
sandy clay 9.4 9.4
silty clay 11.5 11.5
Clay 12.4 12.5
Nickel gravel-sand loam 2.0-45
Ida silt loam 20-35
Poudre fine sand 20-45
Plainfield sand 35-5.0
Yolo light clay 5.5-10.0
Columbia sandy loam 8.0-9.5
Guelph loam 8.0-13.0
Muren fine clay 15.0 - 20.0
iMurlcnpa County Drainage Design Manual. 1992
:Jumcs. W.P.. Warinner. J., Reedy, M., Water Resources Bulletin Vol. 28, 1992
*W_T. Fullerton, Masters Thesis, CSU, 1983

Table 5. Green Ampt Infiltration -Volumetric
Moisture Deficiency
Dry Normal
Classification (% Diff) (% Diff)
sand and loamy sand' 35 30
sandy loam 35 25
loam 35 25
silty loam 40 25
silt 35 15
sandy clay loam 25 15
clay loam 25 15
silty clay loam 30 15
sandy clay 20 10
silty clay 20 10
clay 15 5
'"Maricopa County Drainage Design Manual, 1992

The SCS runoff curve number (CN) loss method is a function of the total rainfall depth and the
empirical curve number parameter which ranges from 1 to 100. The rainfall loss is a function of
hydrologic soil type. land use and treatment, surface condition and antecedent moisture condition. The
method was developed on 24 hour hydrograph data on mild slope eastern rural watersheds in the United
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States. Runoff curve numbers have been calibrated or estimated for a wide range of urban areas,
agricultural lands and semi-arid range lands. The SCS CN method does not account for variation in
rainfall intensity. The method was developed for predicting rainfall runoff from ungaged watersheds and

its attractiveness lies in its simplicity. For large basins (especially semi-arid basins) which have unique or

variable infiltration characteristics such as channels, the method tends to over-predict runoff (Ponce,
1989).

The SCS curve number parameters can be assigned graphically in the GDS to allow for spatially
variable rainfall runoff. Shape files can used to interpolate SCS-CNs from ground cover and soil
attributes. The SCS-CN method can be combined with the Green-Ampt infiltration method to compute
both rainfall-runoff and overland flow transmission losses. The SCS-CN method will be applied to grid
elements with rainfall during the model computational timestep and the Green-Ampt method will
compute infiltration for grid elements that do have rainfall during the timestep. This enables transmission
losses to be computed with Green-Ampt on alluvial fans and floodplains while the SCS-CN is used to
compute the rainfall loss in the watershed basin.

4.13  Evaporation

An open water surface evaporation routine accounts for evaporation losses for long duration
floods in large river systems. This component was implemented for the 173 mile Middle Rio Grande
model from Cochiti Dam to Elephant Butte Reservoir in New Mexico. The open water surface
evaporation computation is based on a total monthly evaporation that is prorated for the number of flood
days in the given month. The user must input the total monthly evaporation in inches or mm for each
month along with the presumed diurnal hourly percentage of the daily evaporation and the clock time at
the start of the flood simulation. The total evaporation is then computed by summing the wetted surface
area on both the floodplain and channel grid elements for each timestep. The floodplain wetted surface
area excludes the area defined by ARF area reduction factors. The evaporation loss does not include
evapotranspiration from floodplain vegetation. The total evaporation loss is reported in the
SUMMARY.OUT file and should be compared with the infiltration loss for reasonableness.

4.14  Overland Multiple Channel Flow

The purpose of the multiple channel flow component is to simulate the overland flow in rills and
gullies rather than as overland sheet flow. Surface water is often conveyed in small channels, even
though they occupy only a fraction of the potential flow area. Simulating rill and gully flow concentrates
the discharge and may improve the timing of the runoff routing. The multiple channel routine calculates
overland flow as sheet flow within the grid element and flow between the grid elements is computed as
rill and gully flow. No overland sheet flow is exchanged between grid elements if both elements have
assigned multiple channels. The gully geometry is defined by a maximum depth, width and flow
roughness. The multiple channel attributes can be spatially variable on the grid system and can be edited
with the GDS program.

If the gully flow exceeds the specified gully depth. the multiple channel can be expanded by a
specified incremental width. This channel widening process assumes these gullies are alluvial channels
and will widen to accept more flow as the flow reaches bankfull discharge. There is no gully overbank
discharge to the overland surface area within the grid element. The gully will continue to widen until the
gully width exceeds the width of the grid element. then the flow routing between grid elements will revert
to sheet flow. This enables the grid element to be overwhelmed by flood flows. During the falling limb
of the hydrograph when the flow depth is less than 1 ft (0.3 m), the gully width will decrease to confine
the discharge until the original width is again attained.



4.15  Sediment Transport — Total Load

When a channel rigid bed analysis is performed, any potential cross section changes associated
with sediment transport are assumed to have a negligible effect on the predicted water surface. The
volume of storage in the channel associated with scour or deposition is relatively small compared to the
entire flood volume. This is a reasonable assumption for large river floods on the order of a 100-year
flood. For large rivers, the change is flow area associated with scour or deposition will negligible effect
on the water surface elevation for flows exceeding the bankfull discharge. On steep alluvial fans, several
feet of scour or deposition will usually have a minimal effect on the flow paths of large flood events. For
small flood events, the potential effects of channel incision, avulsion, blockage, bank or levee failure and
sediment deposition on the flow path should be considered.

To address mobile bed issues, FLO-2D has a sediment transport component that can compute
sediment scour or deposition. Within a grid element, sediment transport capacity is computed for either
channel, street or overland flow based on the flow hydraulics. The sediment transport capacity is then
compared with the sediment supply and the resulting sediment excess or deficit is uniformly distributed
over the grid element potential flow surface using the bed porosity based on the dry weight of sediment.
For surveyed channel cross sections, a non-uniform sediment distribution relationship is used. There nine
sediment transport capacity that can be applied in the FLO-2D model which are discussed below. Each
sediment transport formula was derived for unique fluvial geomorphic conditions and the user is
encouraged to research the applicability of a selected equation for a particular project. Sediment routing
by size fraction and armoring are also options. Sediment continuity is tracked on a grid element basis.

During a FLO-2D flood simulation, the sediment transport capacity is based on the predicted flow
hydraulics between floodplain or channel elements, but the sediment transport computation is uncoupled
from flow hydraulics. Initially the flow hydraulics are computed for all the grid and channel elements for
the given time step and then the sediment transport is computed based on the completed flow hydraulics
for that timestep. This assumes that the change in channel geometry resulting from deposition or scour
will not have a significant effect on the average flow hydraulics for that timestep. If the scour or
deposition is less than 0.10 ft, the sediment storage volume is not distributed on the bed. but is
accumulated. Generally it takes several timesteps on the order of 1 to10 seconds to accumulate enough
sediment so that the resulting deposition or scour will exceed 0.10 ft (0.03 m). This justifies the
uncoupled sediment transport approach.

Sediment routing by size fraction requires a sediment size distribution. A geometric mean
sediment diameter is estimated for each sediment interval represented as a percentage of the total
sediment sample. Generally. a six or more sediment sizes and the corresponding percentages are
determined from a sieve analysis. Each size fraction is routed in the model and the volumes in the bed
(floodplain, channel or street) are tracked. The sediment supply to a reach can also be entered in sediment
size fractions. An example of sediment data for routing by size fraction is presented below:

Sediment Diameter (mm)  Percent Finer

0.074 0.058
0.149 0.099
0.297 0.156
0.59 0.230
1.19 0.336
2.38 0.492
4.76 0.693
9.53 0.808
19.05 0.913
38.10 1.000




Bed armoring is automatically computed for sediment routing by size fraction. There are no
switches to initiate armoring. The armoring process occurs when the upper bed layers of sediment become
coarser as the finer sediment is transported out of the bed. An armor layer is complete when the coarse
bed material covers the bed and protects the fine sediment below it. To assess armoring, the FLO-2D
model tracks the sediment size distribution and volumes in an exchange layer defined by three times the
Dy grain size of the bed material (Yang, 1996; O’Brien, 1984). The potential armor layer is evaluated
each timestep for each element by assessing the volume of each size fraction in the exchange layer
(Figure 19).

Flow Direction
o}
Q
Q
0 o 0
7}
/)
o 0 OQ % / 0
(o} 0./
O D K -
Exchange Layer {00, 920,97 0 , o |/,
e : o &QD\\ »% 0" \Q\ k. 6::’ d, User prescribed
Mt DR \ : 0O sediment bed
Db ~® Q) D)
depth (dy)

Figure 19. Sediment Transport Bed Exchange Layer

The size fraction percentage is tracked separately in the exchange layer and the rest of the channel
bed. When the exchange layer has less than 33% of the original exchange layer volume, the exchange
layer is replenished with sediment from the rest of the channel bed using the initial bed material size
distribution. This effectively creates an armor layer that is 2 times the Dy size of the bed material. As
sediment is removed from the exchange layer, the bed coarsens and the size fraction percentage is
recomputed. If all smaller sediment size fractions in the exchange layer are removed leaving only the
coarse size fraction that the flow cannot transport and the exchange layer thickness is greater than 33% of
the original exchange layer thickness, then the bed is armored and no sediment is removed from the bed
for that timestep. Sediment deposition can still occur on an armored bed if the supply of a given size
fraction to the element exceeds the sediment transport capacity out of the element. The user can specific
the total depth of the channel bed available for sediment transport. Sediment scour is limited for adverse
slopes to essentially the average reach slope.

FLO-2D calculates the sediment transport capacity using each equation for each grid element and
timestep. The user selects only one equation for use in the flood simulation, but can designate one
floodplain or channel element to view the sediment transport capacity results for all the equations based
on the output interval. The computed sediment transport capacity for each of the nine equations can then
be compared by output interval in the SEDTRAN.OUT file. From this file, the range of sediment
transport capacity and those equations that appear to be overestimating or underestimated the sediment
load can be determined.

Each sediment transport equation is briefly described in the following paragraphs. The user is
encouraged to do further research to determine which equation is most appropriate for a specific project channel
morphology and hydraulics. When reviewing the SEDTRANS.OUT file, it might be observed that generally
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the Ackers-White and Engelund-Hansen equations compute the highest sediment transport capacity; Yang and
Zeller-Fullerton result in a moderate sediment transport quantities; and Laursen and Toffaleti calculate the
lowest sediment transport capacity. This correlation however varies according to project conditions. A brief
discussion of each sediment transport equation in the FLO-2D model follows:

Ackers-White Method. Ackers and White (1973) expressed sediment transport in terms of
dimensionless parameters, based on Bagnold’s stream power concept. They proposed that only a portion of the
bed shear stress is effective in moving coarse sediment. Conversely for fine sediment, the total bed shear stress
contributes to the suspended sediment transport. The series of dimensionless parameters are required include a
mobility number, representative sediment number and sediment transport function. The various coefficients
were determined by best-fit curves of laboratory data involving sediment size greater than 0.04 mm and Froude
numbers less than 0.8. The condition for coarse sediment incipient motion agrees well with Sheild’s criteria.
The Ackers-White approach tends to overestimate the fine sand transport (Julien, 1995) as shown in the above
example output.

Engelund-Hansen Method. Bagnold’s stream power concept was applied with the similarity principle
to derive a sediment transport function. The method involves the energy slope. velocity, bed shear stress,
median particle diameter, specific weight of sediment and water, and gravitational acceleration. In accordance
with the similarity principle. the method should be applied only to flow over dune bed forms, but Engelund and
Hansen (1967) determined that it could be effectively used in both dune bed forms and upper regime sediment
transport (plane bed) for particle sizes greater than 0.15 mm.

Karim-Kennedy Equation. The simplified Karim-Kennedy equation (F. Karim, 1998) is used in the
FLO-2D model. It is a nonlinear multiple regression equation based on velocity. bed form, sediment size and
friction factor using a large number of river flume data sets. The data includes sediment sizes ranging from 0.08
mm to 0.40 mm (river) and 0.18 mm to 29 mm (flume), slope ranging from 0.0008 to 0.0017 (river) and
0.00032 to 0.0243 (flume) and sediment concentrations by volume up to 50,000 ppm. This equation can be
used over non-uniform river bed conditions for typical large sand and gravel bed rivers. It will yield results
similar to Laursen’s and Toffaleti’s equations.

Laursen’s Transport Function. The Laursen (1958) formula was developed for sediments with a
specific gravity of 2.65 and had good agreement with field data from small rivers such as the Niobrara River
near Cody, Nebraska. For larger rivers the correlation between measured data and predicted sediment transport
was poor (Graf, 1971). This set of equations involved a functional relationship between the flow hydraulics and
sediment discharge. The bed shear stress arises from the application of the Manning-Strickler formula. The
relationship between shear velocity and sediment particle fall velocity was based on flume data for sediment
sizes less than 0.2 mm. The shear velocity and fall velocity ratio expresses the effectiveness of the turbulence in
mixing suspended sediments. The critical tractive force in the sediment concentration equation is given by the
Shields diagram.

MPM-Smart Equation. This is a modified Meyer-Peter-Mueller (MPM) sediment transport equation
(Smart. 1984) for steep channels ranging from 3% to 20%. The original MPM equation underestimated
sediment transport capacity because of deficiencies in the roughness values. This equation can be used for
sediment sizes greater than 0.4 mm. It was modified to incorporate the effects of nonuniform sediment
distributions. It will generate sediment transport rates approaching Englund-Hansen on steep slopes.

MPM-Woo Relationship. For computing the bed material load in steep sloped. sand bed channels such
as arroyos, washes and alluvial fans, Mussetter. et al. (1994) linked Woo’s relationship for computing the
suspended sediment concentration with the Meyer-Peter-Mueller bed-load equation. Woo et al. (1988)
developed an equation to account for the variation in fluid properties associated with high sediment
concentration. By estimating the bed material transport capacity for a range of hydraulic and bed conditions
typical of the Albuquerque, New Mexico area, Mussetter et al. (1994) derived a multiple regression relationship
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to compute the bed material load as a function of velocity. depth, slope. sediment size and concentration of fine
sediment. The equation requires estimates of exponents and a coefficient and is applicable for velocities up to
20 fps (6 mps). a bed slope < 0.04, a Dsj < 4.0 mm, and a sediment concentration of less than 60,000 ppm. This
equation provides a method for estimating high bed material load in steep, sand bed channels that are beyond
the hydraulic conditions for which the other sediment transport equations are applicable.

Toffeleti’s Approach. Toffaleti (1969) develop a procedure to calculate the total sediment load by
estimating the unmeasured load. Following the Einstein approach, the bed material load is given by the
sum of the bedload discharge and the suspended load in three separate zones. Toffaleti computed the
bedload concentration from his empirical equation for the lower-zone suspended load discharge and then
computed the bedload. The Toffaleti approach requires the average velocity in the water column,
hydraulic radius, water temperature, stream width, Dgs sediment size, energy slope and settling velocity.
Simons and Senturk (1976) reported that Toffaleti’s total load estimated compared well with 339 river
and 282 laboratory data sets.

Yang's Method. Yang (1973) determined that the total sediment concentration was a function of
the potential energy dissipation per unit weight of water (stream power) and the stream power was
expressed as a function of velocity and slope. In this equation, the total sediment concentration is
expressed as a series of dimensionless regression relationships. The equations were based on measured
field and flume data with sediment particles ranging from 0.137 mm to 1.71 mm and flows depths from
0.037 ft to 49.9 ft. The majority of the data was limited to medium to coarse sands and flow depths less
than 3 ft (Julien, 1995). Yang’s equations in the FLO-2D model can be applied to sand and gravel.

Zeller-Fullerton Equation. Zeller-Fullerton is a multiple regression sediment transport equation
for a range of channel bed and alluvial floodplain conditions. This empirical equation is a computer
generated solution of the Meyer-Peter, Muller bed-load equation combined with Einstein’s suspended
load to generate a bed material load (Zeller and Fullerton. 1983). For a range of bed material from 0.1
mm to 5.0 mm and a gradation coefficient from 1.0 to 4.0, Julien (1995) reported that this equation should
be accurate with 10% of the combined Meyer-Peter Muller and Einstein equations. The Zeller-Fullerton
equation assumes that all sediment sizes are available for transport (no armoring). The original Einstein
method is assumed to work best when the bedload constitutes a significant portion of the total load (Yang,
1996).

In summary, Yang (1996) made several recommendations for the application of total load sediment
transport formulas in the absence of measured data. These recommendations for natural rivers are slightly
edited and presented below:

e Use Zeller and Fullerton equation when the bedload is a significant portion of the total load.

e Use Toffaleti’s method or the Karim-Kennedy equation for large sand-bed rivers.

* Use Yang’s equation for sand and gravel transport in natural rivers.

e Use Ackers-White or Engelund-Hansen equations for subcritical flow in lower sediment transport
regime.

e Use Lausen’s formula for shallow rivers with silt and fine sand.

s Use MPM-Woo’s or MPM-Smart relationships for steep slope, arroyo sand bed channels and
alluvial fans.

Yang (1996) reported that ASCE ranked the equations (not including Toffaleti, MPM-Woo. Karin-
Kennedy) in 1982 based on 40 field tests and 165 flume measurements in terms of the best overall
predictions as follows with Yang ranking the highest: Yang. Laursen, Ackers-White, Engelund-Hansen,
and combined Meyer-Peter, Muller and Einstein.

It is important to note that in applying these equations, the wash load is not included in the
computations. The wash load should be subtracted from any field data before comparing the field
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measurements with the predicted sediment transport results from the equations. It is also important to
recognize if the field measurements are sediment supply limited. If this is case, any comparison with the
sediment transport capacity equations would be inappropriate.

There are two other sediment transport options available in the FLO-2D model: assignment of
rigid bed element and a limitation on the scour depth. Rigid bed element can be used would simulate a
concrete apron in a channel below a culvert outlet, channel bed rock or a concrete lined channel reach.
The scour depth limitation is a control that can be invoked for sediment routing.

4.16 Mud and Debris Flow Simulation

Very viscous, hyperconcentrated sediment flows are generally referred to as either mud or debris
flows. Mudflows are nonhomogeneous, nonNewtonian. transient flood events whose fluid properties
change significantly as they flow down steep watershed channels or across alluvial fans. Mudflow
behavior is a function of the fluid matrix properties, channel geometry, slope and roughness. The fluid
matrix consists of water and fine sediments. At sufficiently high concentrations, the fine sediments alter
the properties of the fluid including density, viscosity and yield stress.

There are several important sediment concentration relationships that help to define the nature of
hyperconcentrated sediment flows. These relationships relate the sediment concentration by volume,
sediment concentration by weight. the sediment density, the mudflow mixture density and the bulking
factor. When examining parameters related to mudflows, it is important to identify the sediment
concentration as a measure of weight or volume. The sediment concentration by volume C, is given by:

C, = volume of the sediment/(volume of water plus sediment)
C, is related to the sediment concentration by weight C,, by:
C\ = C\\Y/ {Y~ - C\\(Ys S Y)}

where y = specific weight of the water and y, = specific weight of the sediment. The sediment
concentration can also be expressed in parts per million (ppm) by dividing the concentration by weight C,
by 10°. The specific weight of the mudflow mixture 7y, is a function of the sediment concentration by
volume:

Ym = Y 3 C\(Ys X Y)

Similarly the density of the mudflow mixture p,, is given by:

Pm=p+C, (ps-p)
and

Pm = Ym /8

where g is gravitational acceleration. Finally, the volume of the total mixture of water and sediment in a
mudflow can be determined by multiplying the water volume by the bulking factor. The bulking factor is
simply:

BF = 1/(1 - €)

The bulking factor is 2.0 for a sediment concentration by volume of 50%. A sediment concentration of
7% by volume for a conventional river bedload and suspended results in a bulking factor of 1.075
indicating that the flood volume is 7.5% greater than if the flood was considered to be only water.

These basic relationships will be valuable when analyzing mudflow simulations. Most mudflow
studies require estimates of the sediment concentration by volume and the bulking factor to describe the
magnitude of the event. Average and peak sediment concentrations for the flood hydrograph are
important variables for mitigation design.
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The full range of sediment flows span from water flooding to mud floods, mudflows and
landslides. The distinction between these flood events depends on sediment concentration measured
either by weight or volume (Figure 20). Sediment concentration by volume expressed as a percentage is
the most commonly used measure. Table 6 lists the four different categories of hyperconcentrated
sediment flows and their dominant flow characteristics. This table was developed from the laboratory
data using actual mudflow deposits. Some variation in the delineation of the different flow classifications
should be expected on the basis of the geology.
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Figure 20. Classification of Hyperconcentrated Sediment Flows

Initial attempts to simulate debris flows were accomplished with one-dimensional flow routing
models. Del.eon and Jeppson (1982) modeled laminar water flows with enhanced friction factors.
Spatially varied. steady-state Newtonian flow was assumed and flow cessation could not be simulated.
Schamber and MacArthur (1985) created a one-dimensional finite element model for mudflows using the
Bingham rheological model to evaluate the shear stresses of a nonNewtonian fluid. O'Brien (1986)
designed a one-dimensional mudflow model for watershed channels that also utilized the Bingham model.
In 1986, MacArthur and Schamber presented a two-dimensional finite element model for application to
simplified overland topography (Corps, 1988). The fluid properties were modeled as a Bingham fluid
whose shear stress is a function of the fluid viscosity and yield strength.

Takahashi and Tsujimoto (1985) proposed a two-dimensional finite difference model for debris
flows based a dilatant fluid model coupled with Coulomb flow resistance. The dilatant fluid model was
derived from Bagnold's dispersive stress theory (1954) that describes the stress resulting from the
collision of sediment particles. Later. Takahashi and Nakagawa (1989) modified the debris flow model to
include turbulence.
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Table 6. Mudflow Behavior as a Function of Sediment Concentration

Sediment Concentration
by Volume | by Weight Flow Characteristics
7 o

0.65-0.80 | 0.83-0.91 Will not flow; failure by block sliding

Landslide
0.55-0.65 | 0.76-0.83 | Block sliding failure with internal deformation during the
slide; slow creep prior to failure

Flow evident: slow creep sustained mudflow: plastic
Mudflow 0.48-0.55 | 0.72-0.76 deformation under its own weight; cohesive: will not
spread on level surface

0.45-0.48 | 0.69-0.72 Flow spreading on level surface; cohesive flow: some
mixing

Flow mixes easily: shows fluid properties in deformation;

0.40-0.45 | 0.65-0.69 spreads on horizontal surface but maintains an inclined

fluid surface; large particle (boulder) setting: waves
appear but dissipate rapidly

Marked settling of gravels and cobbles: spreading nearly
complete on horizontal surface: liquid surface with two
fluid phases appears; waves travel on surface

Mud Flood | (35.0.40 | 0.59-0.65

0.30-035 | 0.54-0.59 | Separation of water on surface: waves travel easily: most
sand and gravel has settled out and moves as bedload

0.20-0.30 | 0.41-0.54 | Distinct wave action; fluid surface; all particles resting on
bed in quiescent fluid condition

Water gras ’ Water flood with conventional suspended load and
Flood <0.20 < (0.41 bedload

O'Brien and Julien (1988). Julien and Lan (1991). and Major and Pierson (1992) investigated
mudflows with high concentrations of fine sediment in the fluid matrix. These studies showed that
mudflows behave as Bingham fluids with low shear rates (<10 s, In fluid matricies with low sediment
concentrations, turbulent stresses dominate in the core flow. High concentrations of non-cohensive
particles combined with low concentrations of fine particles are required to generate dispersive stress.
The quadratic shear stress model proposed by O'Brien and Julien (1985) describes the continuum of flow
regimes from viscous to turbulent/dispersive flow.

Hyperconcentrated sediment flows involve the complex interaction of fluid and sediment
processes including turbulence, viscous shear, fluid-sediment particle momentum exchange. and sediment
particle collision. Sediment particles can collide, grind, and rotate in their movement past each other.
Fine sediment cohesion controls the nonNewtonian behavior of the fluid matrix. This cohesion
contributes to the yield stress t, which must be exceeded by an applied stress in order to initiate fluid
motion. By combining the yield stress and viscous stress components, the well-known Bingham
rheological model is prescribed.
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For large rates of shear such as might occur on steep alluvial fans (10 s to 50 s™), turbulent
stresses may be generated. In turbulent flow an additional shear stress component, the dispersive stress.
can arise from the collision of sediment particles. Dispersive stress occurs when non-cohesive sediment
particles dominate the flow and the percentage of cohesive fine sediment (silts and clays) is small. With
increasing high concentrations of fine sediment, fluid turbulence and particle impact will be suppressed
and the flow will approach being laminar. Sediment concentration in a given flood event can vary
dramatically and as a result viscous and turbulent stresses may alternately dominate, producing flow
surges.

FLO-2D routes mudflows as a fluid continuum by predicting viscous fluid motion as function of
sediment concentration. A quadratic rheologic model for predicting viscous and yield stresses as function
of sediment concentration is employed and sediment continuity is observed. As sediment concentration
changes for a given grid element, dilution effects, mudflow cessation and the remobilization of deposits
are simulated. Mudflows are dominated by viscous and dispersive stresses and constitute a very different
phenomenon than those processes of suspended sediment load and bedload in conventional sediment
transport. In should be noted that the sediment transport and mudflow components cannot be used
together in a FLO-2D simulation.

The shear stress in hyperconcentrated sediment flows, including those described as debris flows,
mudflows and mud floods, can be calculated from the summation of five shear stress components. The
total shear stress T depends on the cohesive yield stress t.. the Mohr-Coulomb shear t,,., the viscous shear
stress T, (1 dv/dy), the turbulent shear stress 1,, and the dispersive shear stress .

T Te = T me + Ty 23 7 13 Td

When written in terms of shear rates (dv/dy). the following quadratic rheological model can be defined

(O'Brien and Julien, 1985):
T= Ty = ’7 ﬂ - C _(Q
' dy dy

Ty To T D

where

and

C:pm l:+/ (pm’ C" ) d;‘

In these equations 1) is the dynamic viscosity: t. is the cohesive yield strength; the Mohr Coulomb stress
Tme = pstang depends on the intergranular pressure p, and the angle of repose ¢ of the material; C denotes
the inertial shear stress coefficient, which depends on the mass density of the mixture p,,, the Prandtl
mixing length I, the sediment size d, and a function of the volumetric sediment concentration C,. Bagnold
(1954) defined the function relationship f(p,,. C,) as:

13
. Ct
-f(pm'C‘)z "pm [_) _1
a C



where a; (~ 0.01) is an empirical coefficient and C- is the maximum static volume concentration for the
sediment particles. It should be noted that Takahashi (1979) found that the coefficient a; may vary over
several orders of magnitude. Egashira et al. (1989) revised this relationship and suggested the following:

1/3
. T {6 5 5 3
P C, ,):—(—) sin" a; p,(1- e, ) €,
12\ r

where the energy restitution coefficient e, after impact ranges 0.70 <e, < 0.85 for sands. q, is the average
particle impact angle and p; is the mass density of sediment particles.

The first two stress terms in the quadratic rheological model are referred to as the Bingham shear
stresses (Figure 21). The sum of the yield stress and viscous stress define the total shear stress of a
cohesive, mudflow in a viscous flow regime. The last term is the sum of the dispersive and turbulent
shear stresses and defines an inertial flow regime for a mud flood. This term is a function of the square of
the velocity gradient. A discussion of these stresses and their role in hyperconcentrated sediment flows
can be found in Julien and O'Brien (1987, 1993).

A mudflow model that incorporates only the Bingham stresses and ignores the inertial stresses
assumes that the simulated flow is dominated by viscous stresses. This assumption is not universally
appropriate because all mud floods and some mudflows are very turbulent with velocities as high as 25
fps (8 m/s). Even mudflows with concentrations up to 40% by volume can be turbulent (O'Brien, 1986).
Depending on the fluid matrix properties, the viscosity and yield stresses for high sediment concentrations
can still be relatively small compared to the turbulent stresses. If the flow is controlled primarily by the
viscous stress. it will result in lower velocities. Conversely, if the viscosity and yield stresses are small,
the turbulent stress will dominate and the velocities will be higher.

To delineate the role of turbulent and dispersive forces in sand and water mixtures, Hashimoto
(1997) developed simplified criteria involving only flow depth d and sediment size D;. When d/D; < 30.
the intergranular forces are dominant. If d/D; > 100, inertial forces dominate. In the range 30 < d/D; <
100 both forces play an important role in the momentum exchange. It should be noted, however, that
sediment concentration is a critical factor that is not accounted for in this criteria.
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To define all the shear stress terms for use in the FLO-2D model, the following approach was
taken. By analogy. from the work of Meyer-Peter and Miiller (1948) and Einstein (1950), the shear stress
relationship is depth integrated and rewritten in the following form as a dimensionless slope:

S! :Sv\‘ F S\' s Suf

where the total friction slope S¢is the sum of the yield slope S,. the viscous slope S,. and the turbulent-
dispersive slope S4. The viscous and turbulent-dispersive slope terms are written in terms of depth-
averaged velocity V. The viscous slope can be written as:

KR ke

8 ¥,

Sy

where v, is the specific weight of the sediment mixture. The resistance parameter K for laminar flow
equals 24 for smooth wide rectangular channels but increases significantly (~ 50,000) with roughness and
irregular cross section geometry. In Table 7 for Kentucky Blue Grass with a slope of 0.01, K was
estimated at 10,000 (Chen, 1976). A value of K = 2.285 was calibrated on the Rudd Creek. Utah
mudflow for a residential area and has been used effectively for most urban studies. For laminar and
transitional flows, turbulence is suppressed and the laminar flow resistance parameter K becomes
important. In the FLO-2D model if K = 0 in the SED.DAT file, the value of K is automatically computed
from the Manning’s n-value.

Table 7. Resistance Parameters for Laminar
Flow'

Surface Range of K
Concrete/asphalt 24-108
Bare sand ey i S B0
Graded surface 90 - 400
Bare clay - loam soil, eroded 100 - 500
Sparse vegetation 1,000 - 4,000
Short prairie grass 3,000 - 10,000
Bluegrass sod 7,000 - 50,000
"Woolhiser (1975)

The flow resistance ny of the turbulent and dispersive shear stress components are combined into
an equivalent Manning’s n-value for the flow:

nld- V"

S( i
4/3
h

At very high concentrations, the dispersive stress arising from sediment particle contact increases the flow
resistance ny by transferring more momentum flux to the boundary. To estimate this increase in flow
resistance, the conventional turbulent flow resistance n-value n, is increased by an exponential function of
the sediment concentration C,: '

na=mnbe"

where: n, is the turbulent n-value. b is a coefficient (0.0538) and m is an exponent (6.0896). This
equation was based on unpublished paper by Julien and O’Brien (1998) that relates the dispersive and



turbulent resistance in hyperconcentrated sediment flows as function of the ratio of the flow depth to the
sediment grain size.

The friction slope components can then be combined in the following form:

Ty i K ’] Vv aL N~ V-

A= = =
Sy = BENE TR T h"

A quadratic equation solution to the above friction slope equation has been formulated in the FLO-2D
model to estimate the velocity for use in the momentum equation. The estimated velocity represents the
flow velocity computed across the floodplain or channel element boundary using the average flow depth
between the elements. Reasonable values of K and Manning’s n-value can be assumed for the channel
and overland flow resistance. The specific weight of the fluid matrix vy, yield stress 7, and viscosity n
vary principally with sediment concentration. Unless a rheological analysis of the mudflow site material
is available, the following empirical relationships can be used to compute viscosity and yield stress:

3, C — 8,.Cs

r,=a; e®S ad n=ar ™

where o; and f3; are empirical coefficients defined by laboratory experiment (O'Brien and Julien. 1988).
The viscosity (poises) and yield stress (dynes/cm”) are shown to be functions of the volumetric sediment
concentration C, of silts, clays and in some cases, fine sands and do not include larger clastic material
rafted along with the flow (Table 8 and Figures. 22 and 23).

Table 8. Yield Stress and Viscosity as a Function of Sediment Concentration
7, = 0’ (dynes/cm?) n = ae’™ (poises)
Source o | B o | B
Field Data
Aspen Pit | 0.181 29:7 0.0360 22.1
Aspen Pit 2 2712 10.4 0.0538 14.5
Aspen Natural Soil 0.152 18.7 0.00136 28.4
Aspen Mine Fill 0.0473 21 0.128 12.0
Aspen Watershed 0.0383 19.6 0.000495 271
Aspen Mine Source Area 0.291 14.3 0.000201 351
Glenwood | 0.0345 20.1 0.00283 23.0
Glenwood 2 0.0765 16.9 0.0648 6.20
Glenwood 3 0.000707 29.8 0.00632 19.9
Glenwood 4 0.00172 29.5 0.000602 38,
Relationships Available from the Literature
lida (1938) - - 0.0000373 36.6
Dai et al. (1980) 2.60 17.48 0.00750 14.39
Kang and Zhang (1980) 1.75 7.82 0.0405 8.29
! 0.00136 202 - -
Qian et al. (1980) 0.050 1548 - "
Chien and Ma (1958) 0.0588 19.1-32.7 - -
: 0.166 25.6 - -
e il 0.00470 222 " :
"See O’ Brien (1986) for the references

Conversion: Shear Stress: 1 Pascal (PA) =10 dynes/cm:
Viscosity: 1 PAs = 10 dynes-sec/cm” = 10 poises

N
(V%)



The viscosity of the fluid matrix is also a function of the percent and type of silts and clays and
fluid temperature. Very viscous mudflows have high sediment concentrations and correspondingly high
yield stresses and may result in laminar flow although laminar flows in nature are extremely rare. Less
viscous flows (mud floods) are always turbulent.

For a mudflow event. the average sediment concentration generally ranges between 20% and 35%
by volume with peak concentrations approaching 50% (Table 7 and Figure 22). Large flood events such
as the 100-year flood may contain too much water to produce a viscous mudflow event. Smaller rainfall
events such as the 10- or 25-year return period storm may have a greater propensity to create viscous
mudflows. Most watersheds with a history of mudflow events and will gradually develop a sediment
supply in the channel bed such that small storms may generate mudflow surges. Most rainfall induced
mudflows follow a pattern of flood response. Initially clear water flows from the basin rainfall-runoff
may arrive at the fan apex. This may be followed by a surge or frontal wave of mud and debris (40 to
50% concentration by volume). When the peak arrives, the average sediment concentration generally
decreases to the range of 30 to 40% by volume. On the falling limb of the hydrograph, surges of higher
sediment concentration may occur.

To simulate mudflows with the FLO-2D model, the MUD switch in the CONT.DAT must be
turned on (MUD = 1) and the viscosity and yield stress variables in SED.DAT file must be specified. It is
recommended that the viscosity and yield stress exponents and coefficients from Table 9 be selected for
inclusion in the SED.DAT file. The field sample Glenwood 4. for example, creates a very viscous
mudflow. A volumetric sediment concentration or a sediment volume must then be assigned to the water
discharge for a timestep in the discretized inflow hydrograph in the INFLOW.DAT file. The inflow
sediment volume may represent channel scour. bank erosion or hillslope failure. The incremental
sediment volume is tracked through the routing simulation and reported as a total sediment volume in the
summary volume conservation tables. This total sediment volume should be reviewed to determine if this
is a reasonable sediment supply or yield from the watershed.

When routing the mud flood or mudflow over an alluvial fan or floodplain, the FLO-2D model
preserves continuity for both the water and sediment. For every grid element and timestep, the change in
the water and sediment volumes and the corresponding change in sediment concentration are computed.
At the end of the simulation, the model reports on the amount of water and sediment removed from the
study area (outflow) and the amount and location of the water and sediment remaining on the fan or in the
channel (storage). The areal extent of mudflow inundation and the maximum flow depths and velocities
are a function of the available sediment volume and concentration which can be varied in the FLO-2D
simulations. For further discussion on model hyperconcentrated sediment flows, refer to the FLO-2D
document “Simulating Mudflows _Guidelines.doc”.
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V. FLO-2D APPLICATIONS AND METHODS

5.1 River Applications

Simulating river flow is one of the more common applications of the FLO-2D model (Figure 24).
Abrupt cross section transitions, flat bed slopes, confluences and limited data bases are issues related to
channel flow. The key to simulating river flooding is correctly assessing the relationship between the
flood volume in the channel and the volume distributed on the floodplain. There are several
considerations to defining channel volume and geometry. The surveyed channel cross sections should be
appropriately spaced to model transitions between wide and narrow cross sections. The estimate of the
total channel length (sum of the channel grid element lengths) is important to channel volume
computation. Finally, surveyed water surface elevations at known discharges are needed to calibrate the
channel roughness values. Channel routing with poorly matched channel geometry and estimated
roughness can result in discharge surging.

When preparing a channel simulation, the available cross sections are distributed to the various
channel elements based on reaches with similar geomorphic features. The bed elevation is then adjusted
between channel elements with surveyed cross sections. The n-values are estimated from knowledge of
the bed material, bed forms, vegetation or channel planform. The n-values may also serve to correct any
mismatched channel flow area and slope. Roughness values can also be adjusted by specifying a
maximum Froude number. Using this approach, the relationship between the channel flow area, bed
slope and n-value can be adjusted to better represent the physical system. calibrate the water surface
elevations, eliminate any numerical surging and speed-up the simulation.

The two most important FLO-2D results are the channel hydrograph at a downstream location
and the floodplain area of inundation. Typically if the area of inundation is correct, then the channel flow
depths and water surface elevations will be relatively accurate. Replicating the channel hydrograph and
the floodplain inundation while conserving volume is a good indication that the volume distribution
between the channel and the floodplain is reasonable.

Flood routing details related to channel flow include simulating hydraulic structures, levees,
infiltration, sediment transport and hyperconcentrated sediment flows. Hydraulic structures may include
bridges, culverts, weirs, diversions or any other channel hydraulic control. Levees are usually setback
from the river on the floodplain. but can control the water surface in the channel if the flood is confined
by the floodplain levees. Channel infiltration is based solely on the hydraulic conductivity and represents
average bed and bank seepage conditions. Bed scour or deposition associated with a mobile analysis is
non-uniformly distributed on the channel cross section. Finally, mudflows can be routed in channels.
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Figure 24. Middle Rio Grande and Rio Chama Confluence Model

5.2 Unconfined Overland and Alluvial Fan Floodimg

The primary focus of an unconfined flood simulation is how the volume is distributed over the
floodplain surface. The flood volume controls the area of inundation (Figure 25). Important flood
routing details include topography. spatial variation in infiltration and roughness, flow obstructions,
levees, hydraulic structures and streets. The floodwave progression over the floodplain can be adjusted
with the floodplain n-values. Street flow may control shallow flooding distribution in urban areas.
Buildings and walls that obstruct flow paths and or eliminate floodplain storage (Figure 26). The levee
routine can be used to simulate berms, elevated road fill, railroad embankments or other topographic
features to confine the flow on the floodplain. Hydraulic conveyance facilities such as culverts, rainfall
and gully flow may control the local water surface elevations.

Figure 25. Unconfined Alluvial Fan Flooding



Figure 26. Urban flooding with Street Flow and Building Obstruction

FLO-2D can simulate an unconfined floodwave progression over a dry flow domain without
specifying any boundary criteria. No hot starts or prescribed water surface elevations are required. It is
possible to use the overland flow component to model various floodplain features such as detention
basins, river channels or even streets. Flood retention basins have been modeled as part of the entire
floodplain system using either the grid element elevation or levees to define the basin storage area. An
appropriate grid element size should be selected to generate enough interior elements to adequately
simulate the basin or channel. It should be noted that modeling the channel interior may require very
small timesteps. Manning’s open channel flow equation for the friction slope that is based on uniform.
steady flow may not be appropriate if the water is ponded and the water surface is very flat.

If no inflow flood hydrograph data is available, FLO-2D can perform as a watershed model.
Rainfall can occur on the floodplain surface resulting in sheet runoff after infiltration losses have been
computed. It is possible to simulate rainfall while routing a flood event and have the rainfall occur on the
inundated area. To improve concentration time. rill and gullies can be modeled to exchange flow between
grid elements. This will reduce the travel time associated with sheet flow exchange between grid
elements. Spatially variable rainfall distribution and a moving storm can be simulated. Real time rain
gage data can also be modeled. The GDS will reformat the rain gage data for real time storm runoff and
flood simulation.

Mud and debris flows can be simulated on alluvial fan surfaces. There are two methods for
loading the hydrograph with sediment. A sediment concentration by volume is assigned to a discretized
time interval of the inflow hydrograph. A second method is to load the inflow hydrograph with a volume
of sediment. In this manner. spatially differential sediment loading in a watershed channel can be
simulated. Once the hydrograph is bulked with sediment, the mudflow is routed as a water and sediment
continuum over the hydrograph. The same water routing algorithm is used for mudflows but the
momentum equation is solved with the additional viscous and yield stress terms. The bulked sediment
hydrograph is tracked through system conserving volume for both water and sediment. Flow cessation
and flow dilution are possible outcomes of the mudflow routing.






5.3 Model Results — What Constitutes a Successful Flood Simulation?

When a FLO-2D simulation is completed. how do you know if the simulation was successful or
accurate? There are three keys to a successful project application:

e  Volume conservation
e Areaof inundation
e  Maximum velocities and numerical surging.

Volume conservation must be conserved for both the overland flow and channel flow. If the volume was
not conserved, then it will be necessary to conduct a more detailed review and determine where the
volume conservation error occurred. If the volume was conserved. then the area of inundation can be
quickly reviewed in either MAXPLOT or MAPPER programs. If the area of inundation seems reasonable
and the flood appears to have progressed completely through the system. then the maximum velocities in
the channel. on the floodplain or in the streets should be reviewed for discharge surging. By reviewing
the results in MAXPLOT or MAPPER, the maximum floodplain velocities can be checked for
unreasonably high velocities. The Pocket Guide and troubleshooting section in the Data Input Manual
has more discussion on maximum velocities. numerical surging and how to resolve them including
applications of the limiting Froude number.

Once the FLO-2D flood simulation is providing reasonable results. you can fine tune the model
and speed it up. Review the TIME.OUT file to determine which channel, floodplain or street elements
are causing the most timestep reductions. Model speed may not be critical if the simulation is accurate
with respect to volume conservation, discharge surging and area of inundation.

VI. FLO-2D MODEL VALIDATION

The FLO-2D model has been applied on numerous projects by engineers and floodplain managers
worldwide. Many users have performed validity tests including physical model studies. Users evaluate must
whether the predicted hydraulics are reasonable and accurate for their projects. On occasion, a simulation may
require some assistance to address a complex flow problem.

In January 1999, the Sacramento District Corps of Engineers conducted a review of several model
applications, including a number of unconfined flood hazard projects, a California Aqueduct test case and
replication model of the Arroyo Pasajero March 1995 alluvial fan flooding. Over a three-year period, the Corps
actively engaged in model enhancement, code modification and model testing to expand the model
applicability. In January 1999, the Sacramento District prepared a FLO-2D acceptance letter to FEMA. In
early 2001, the Albuquerque District of the Corps of Engineers also completed a review of the FLO-2D model
for riverine studies and submitted an acceptance letters to FEMA in support of using the FLO-2D for flood
insurance studies. FLO-2D is on FEMAs list of approved hydraulic models for both riverine and overland
flow (alluvial fan) flood studies.

Validation of hydraulic models with actual flood events is dependent on several factors including
estimates of flow volume and area of inundation, appropriate estimates of flow resistance, representative
conveyance geometry, accurate overland topography and measured flow hydraulics including water
surface elevation, velocities and flow depths. The tools for validating hydraulic models include physical
model (prototype) studies, comparison with other hydraulic numerical models or replication of past flood
events. FLO-2D Software, Inc. maintains a series of validation tests. Ideally, the best model test involves
the prediction of a flood event before it occurs; however. the probability of an actual flood having the
similar volume to the predicted flood event is remote.

To confirm the accuracy of the FLO-2D model. several validation methods are maintained:




Channel flow in the mild sloped California Aqueduct:

Channel flow results compared to HEC-2 model results;

Channel and floodplain flow routing for an actual river flood, Truckee River;

Channel routing in a large river system (Green River) with a dam release floodwave:
Comparison of floodplain inundation with mapped wetted acreage (Middle Rio Grande):
Verification of mudflow hydraulics through replication of a know event (Rudd Creek):

Flume discharge for steady, uniform flow using the overland flood routing component (compared
with the analog results);

Channel replication of measured river gaging discharge (Rio Grande, Figure 27).

In the last case, the replication of dam release discharge with highly unsteady flow 30 miles downstream
reveals the robust nature of the solution algorithm. The results of these tests confirm that the FLO-2D
computation algorithms are accurate for both channel and overland flood routing.
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Figure 27. FLO-2D versus USGS Measured Gage Data
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