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I . EXAMPLES AND PROBLEMS

Examples of flood plain maps and a cross-section showing typical development

allowed outside the floodway are provided in Appendix A. The primary use

of these flood plain studies, done as part of the National Flood Insurance

Program, is to regulate land development. Once a flood plain study is put

into use by a local government, houses and other structures can be constructed

outside the floodway if they are elevated above the level of the floodway.

The following examples illustrate the need for a comprehensive erosion and

sedimentation analysis. Failure to adequately evaluate these factors can

result in loss of life and structures.

A. San Diego River. The structure and road in Figure A were determined to

be outside the lOO-year flood plain and floodway bya fixed boundary

flood plain study (HEC-2). A lO-year flood eroded the bank of the river,

causing the road to be washed out and a corner of the structure to col

lapse.

Figure A
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B. -San Dieguito River. A fixed boundary study showed the floodway at the

outside of a bend. Houses and other structures could be built outside the

floodway boundary if raised above the floodway elevation. Floods eroded

200 feet beyond the established floodway line.

C. San Luis Rey River. Figure B shows a picture of a culvert crossing the

San Luis Rey River. The culvert design was based on a HEC-2 flood plain

study. Floods of 1978 and 1980 caused more than six feet of deposition

in the river bed. Not only was the culvert completely covered, making it

unusable for many months, but the 100-year flood plain width and elevation

would be much greater than determined with the fixed boundary analysis.

D. San Luis Rey River.

Bank erosion and sedi-

mentation at bends is

shown in Figure C. ~
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FIGURE B SAN LUIS REY RIVER AT OLIVE HILL ROAD

(Sedimentation)
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E. San Diego River. Design of the bridge at Magnolia Avenue was based upon

a flood insurance study. The pile caps were placed 10 feet below the

existing ground level. However, 15 feet of erosion occurred during the

1978 floods (about 10-year frequency) exposing the piles.

F. San Vicente Creek. The house shown in Figure D was constructed on the top

of the stream bank. High velocity during the peak of the flood eroded

the earth from under the foundation of the house. The side of the house

dropped about 10 feet and was partially covered by silt as the flood

receded. Cars in the same area were completely buried by silt.

Figure D
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II FLOQD PLAIN MANAGEMENT--SAN DIEGO COUNTY

Flood plain management is a broad concept. Successful implementation requires

a program that includes political, administrative and engineering aspects. In

most cases, it involves the consideration of several alternate management

possibilities. Many structural methods have been used in the past, including

dams, channels, and levees. Other non-structural methods have been used, such

as restricting development in the flood plain. A broad information base is

necessary before an effective program can be implemented.

Environmental considerations require evaluation of flood plains in their

natural or existing condition. This usually means precisely delineating the

limits of a major flood. Subsequently, flood hazards can be avoided by re

stricting development instead of constructing concrete or riprap channels.

Natural flood plains provide environmentally desirable natural open-space and

avoid large expenditures of funds for channel construction.

The following discussion includes the engineering aspects of flood plain map

ping and its relationship to the needs of the public and the National Flood

Insurance Program, as implemented by the County of San Diego.

A. FLOOD PLAIN MAPPING PROGRAM

In response to public requests, the San Diego County Board of Supervisors

established a flood plain mapping program in 1971, including more than 250

miles.of river.

The Program meets the following objectives:

1. Provides precise maps showing the location of the 100-year flood plain.



2. Informs the public of flood hazard areas through zoning and other means.

3. Uses established regulatory means to avoid detrimental construction in

flood plains.

4. Provides a basis for environmental analysis and public planning.

The program also conforms to the parallel National Flood Insurance Pro

gram.

1. The definition of "floodway" agrees with the Federal definition.

2. Close cooperation with other Agencies such as the Corps of Engineers,

the Federal Insurance Administration and the State Department of Water

Resources is needed for proper implementation.

B. MAPPING PROCEDURES

A review of procedures for analyzing flood plains shows that the most

widely used method of analyzing natural flood plains is the HEC 2 computer

program developed by the Corps of Engineers. While this provides a high

ly sophisticated analysis (including procedures for selecting the flood

way location), it has no means of evaluating the effects of erosion and

sedimentation in flood plains.

The effect of erosion and sedimentation is extremely important in many

flood plains and an engineering analysis is not appropriate without pro

perly analyzing these factors. The need for extensive engineering appli

cations requires appropriate computation procedures. Accordingly,

several computer programs have been developed and used for flood plain

analysis. All are closely related to the HEC 2 program, so that computer

input, variables, and output would be similar. These programs were
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developed by Dr. Howard Chang, Professor at San Diego State University.

The work was done under contract with the County and included the analy

sis of several major rivers.

The HEC-2 hydraulic computations provide the location of the f1oodway.

The Federal f100dway definition is used--a11 land required to convey the

100-year flood without increasing the water surface elevation more than

one foot. An additional constraint imposed by the County is -- all land

required to pass the 10-year flood without structural improvements. The

added constraint is usually not controlling, and provides a definition of

the low flow area in some locations. The f100dway deflection points are

plotted and the coordinates may be obtained. With this information, a

precise determination is possible using the California Coordinates System.

Important subdivision corners and property lines are also tied into the

coordinate system.

Hydrology for flood plain projects, when done by the County, uses Federal

criteria with modifications to reflect conditions in San Diego County.

Primary reliance is placed upon the U. S. Department of Agriculture,

Soil Conservation Service Maps and Procedures, and the related National

Weather Service "PRECIPITATION FREQUENCY MAPS FOR CALIFORNIA December

1972". Criteria developed by the Corps of Engineers, Los Angeles

District, is also used.

In areas studied by the Corps of Engineers, their hydrology is used.

If there are significant differences between the preliminary Corps flood

flows and flows developed. in previous studies, the hydrologic factors

- 3 -



involved are reviewed and comparisons made with County hydrology. The

purpose of review of hydrology with responsible organizations is to provide

consistency throughout the County.

Flood mapping is coordinated with the County Surveying and Mapping Divi

sion. The County program of updating 200 foot per inch scale maps pro

vides a basis for the flood plain studies. This allows the basic mapping

to be used for both purposes. The base maps use the new orthophoto pro

cess as a means of showing existing details. This concept provides an

excellent basis for flood mapping. The photographic detail provided by

the orthophoto process allows an easy determination of features and indi

vidual property owners can precisely locate their building and lots and

relate that to the flood plain or floodway.

The general process for a flood plain study is outlined below. This

occurs after the reach of stream or river has been selected. A flow

chart shows the important steps in the process (Figure I). The function

performed by the individual organizations is described below.

Survey Basis

The first step is to layout flight control. This is used as a basis

for field work which consists of establishing controls and setting

targets. At the completion of field surveys, office calculations are

necessary to determine coordinates of the various control points.

That information is sent to the survey contractor, and after work by

his organization, the basis contour lines are sent back for checking.
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• The final step is a review of the plotted work and other information,

such as notes and quality of the orthophoto. At this point, the base

map can be completed.

Survey Contractor

Base Map Work

This is the normal work necessary by the contractor to make a standard

200-foot per inch County topo-map. The first step consists of a flight

and the processing of the resulting photos. The next step requires

aero-triangulation to complete the horizontal'and vertical control

necessary to do the contour work. It also includes the processing

of the ortho-photo which requires a sophisticated process to produce

the photo-like image at the proper horizontal scale. The contour

lines and spot elevation points are put on a scribe sheet which is then

sent back to the County for checking.

After review by the County, any necessary revisions are made and the

notes and other information added. The final step is a completion of

the base map.

Flood Plain Work

This process is unique to the hydraulic computation procedure and the

resulting location of the flood plain. The first step consisists of

taking the selected cross sections as determined by the hydraulic

engineer and digitizing points along those sections. The digitizing

process consists of starting at one end of the'designated cross sec

tion and determining horizontal and vertical coordinates of each point
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where there is a break in the ground slope. The coordinates are

obtained by stereo procedures using the .~iT:-photos and related tri-

angulation data. Very sophisticated equipment is used in this process

and the accuracies are greater than those obtained by selecting points

from the base map. The accuracies are summarized in Table I. Several

advantages are inherent in this process. First, a much more accurate

cross setion can be obtained for the hydraulic computations. Second,

the information is computerized and, therefore, capable of being put

directly in format necessary for the HEC-2 program. The information

goes to the hydraulic engineer and after some preliminary work, addition-

al cross sections are given to the survey contractor to complete the

work necessary for hydraulic computations. This work is returned to the

hydraulic engineer who does additional work and then returns the final

flood plain elevations to the survey contractor.

TABLE I
SURVEYING ACCURACY
(90% of All Points)

Base Map

1. Photographic Details

(Houses, roads, bridges, etc.)

2. 6-Foot Contour Lines

3. Spot Elevations

Hydraulic Data
(Varies with Study)

1. Cross-Sections

2. Flood Lines

- 6 -
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(feet)

2.5

1.25

.5 or 1.0

I or 2

Horizontal
(feet)

5

5

2

5



At this stage, all necessary information is available for final

plotting of flood lines and floodways. The flood lines are plotted

by taking a computed water surface elevation at each cross section and

plotting the horizontal location on the orthophoto map. The plotted

flood lines have greater accuracy than the five foot contour lines

and are, therefore, more appropriate in depicting the location of the

the flood plain. The floodway is plotted directly from the points

selected by the hydraulic engineer. This information is returned to

the hydraulic engineer for final review. After it comes back to the

survey contractor, necessary minor adjustments are made in the floodway

and the flood plain-floodway portion of the map can be completed. As a

final step, the points of deflection on the floodway are digitized so

that floodway boundaries may be accurately defined.

Hydraulic Analysis

The area to be mapped is reviewed in the field. The locations of

cross sections for hydraulic computations are determined. In addition,

information such as the size of bridge openings and the roughness

values of channels and flood plains is obtained. While the schedule

in Figure I shows this occurring after the flight, it is better to

wait until the base orthophoto maps are complete with contours. This

greatly aids in the selection of cross sections and helps in deter

mining the roughness values for the flood plains. The cross sections

are sent to the survey contractor for digitizing. On return of the

digitized cross sections, they are plotted and preliminary hydraulic

•
computations are done. This requires inputting all the variables
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such as Manning Values in the computer and the computations are done

. using the HEC~2 program. It also includes an analysis of erosion and

sedimentation conditions. After the results of the hydraulic computa~

tions are reviewed, it is usually found desirable to add cross sections

at various locations to improve the analysis. These added cross

sections usually average about 10% of the total number of cross sec~

tions. The information is sent back to the survey contractor who

digitizes the additional sections and returns them to the hydraulic

engineer. The hydraulic computations are redone with the new cross

sections included.

Erosion Analysis

Additional computations are often necessary where changes to the

river bed due to erosion or sedimentation are important. The analy~

sis is done by computer with an input format that is essentially

the same as the HEC-2 format. After the configuration of the channel

bed has been determined during peak flow conditions, the cross sec~

tional data is reanalyzed using the HEC-2program, but substituting

a new channel configuration.

Floodway Analysis

Floodway computations are done using the HEC-2 program. Preliminary

floodway computation results are reviewed for the purpose of adjusting

the floodway so that it is a relatively smooth line, and in some cases,

conforms to existing features such as highways or low flow channels.

In some cases, the ten-year flood plain is found to be outside the

location of the standard floodway and an adjustment is made so that the

- 8 -



floodway will not infringe into the area necessary to convey a ten

year flood. In addition, floodway encroachment is not continued into

areas where the velocity exceeds 6 feet/second. After review of the

floodway location, final hydraulic computations are made and the

results sent to the survey contractor for plotting.

Upon return of the plotted lines, a final review is made and any

minor corrections and adjustments included. Information is sent back

to the survey contractor who completes the flood map.

Administration

An Administration review of the floodway is done before final hydraulic

computations are completed. This is to review the location of the

floodway and make necessary adjustments based upon existing structures,

property lines, existing or proposed land use or other special con

siderations.

The total process for completion of a flood plain mapping project requires

a considerable amount of coordination and is complex. However, the

results are much better than those obtained from using with five-foot

contour intervals as a basis for cross-sections.

More than 250 miles of streams have been mapped this way in the County of

San Diego. Figure II shows a map locating the areas which are under study

or completed. While this process was developed in San Diego County, it is

applicable to most area of the United States.
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c. FEDElli~ PROGRAMS

The U.S. Army, Corps of Engineers? the Federal

Emergency Management Agency (FEV~) and other federal

agencies have been directly involved with flood

plain managemento

National Flood Insurance rrogram (NFIP)

The NFIP is a Federally-subsidized program authorized by

Congress in 1968 to protect property owners who up to that

time were unable to get coverage through the private

insurance industry~, The program, for the first time,

made flood insurance available to individuals at

affordable rates.

Congress initiated the NFIP because the average annual

loss due to flooding in the United States was about ,:$1. 5

billion and it is projected that by the year 2000, this

figure could reach $1]. billion unless land use controls

are enacted limiting future construction in areas

sUbjected to flooding.

Requirements for Local Government.

In return for the availability of flood insurance,

Federal,State and local governments are required to

adopt certain minimum land use measures to reduce or

avoid future flood damage within their flood-pror-e

areas. They are also required to use flood plain studies

as a basis for review of proposed development. Projects

can not restrict flow in floodwayso The first floor of

houses must be elevated above the flood plain level and

protected ag~inst flood dama8e.

-10-



• Insurance Rates

Citizens can purchase flood insurance from most

insurance agents. Rates depend upon whether the

community is in the Emergency or Regular Phase of the

NFIP. Figure III provides examples of the amount of

insurance available and rates.

D. American Society of Civil Engineers Award for San Diego

SAN DIEGO SECTION - AMERICAN SOCIETY OF CIVIL ENGINEERS
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~tttt ~h~BO <lInutt±~
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t1JlL ..~~L ~£.!M.e
William R.; No omb, PresIdent, 1981-82
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FIGURE II COMPLETED FL00D PLAIN STUDIES - 1983. .

Flood P.lain Mapping
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Figure III
NATIO~AL FLOOD INSURANCE PROG~~

Rating Examples
Single Familybwelling without basement, one floor

EMERGEr-:CY PROGRN.f

Basic Limits

Amount of Annual
Coverage Insurance Rate P.rcr.lium

Building $35,0001i .45 ~ 158
*Contents 10,000 .55 55

~

~

Expense Constant 20

Tot.Prepaid Premium $ 233

LO\'.'EST FLOOR

Flood Plain Limit

100-YR FLOOD

(Ft) B B
B E3

CJ 4/'..::;y'?'/

- 2- ~

GROUND LEVEL

Zones AI-3O REGULAR PROGRA.."l

(Elev. Ft.):
Pre-FIR....! Construction- 1

Basic Limits Addi'tion111 Limits Basic & Additional
'- --

Amount of Annual AInount of PJmual Total Amount of Total
Coverage' Insurance Rate Premium Insurance Rate Premium Insurance Requested Premium

-
Building $35,000 * .45 158 30,000** .17 51 $65,009 $ 209
Contents 10,000 * **7- .28 28.55 55 10,000 20,000 83

Expense Constant 20

To't..Prepaid Premium $ 312
Zone C
(Elcv. - not applicable):

- .._.
Building <:-- .... Ot1 0* ".' .25 88 30,080** .06 18 $65,000 $ 106 Jy.)..), v

Cont<2nts .40 40 .15 15
!

10,000* . lO,OOO**~ 20,000 55 !
!

--!-

E::-:pcnsc Constant 20 - -{--,---
Tot.Prepaid Premium ,$ 181 1

* t-laximum nmount available.
** II of .$150,000 is available.

**·k " of :) 50,000" "
(October 1983)



III FLOOD PLAIN COIIPUTP,..TIONS

A. TOPOGa~HY & CR03S SECTIO~3
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III B FLOW CH~~ACTERI8TICS, TYPICAL CROSS SECTION

TYPICAL CROSS-SECTION

Segments 1 2 :3

FOR THE TOTAL CROSS-SECTION

Average Velocity V :!: Qt/AtA
Where Qt is the total flow

At is the total cross section area

Manning Equation

(English Units)

Q
t

= [( 1. 486/n) A R~VSf

~fuere Sf is the Energy slope

SPLITTING THE CROSS-SECTION INTO (I) SEGMENTS

I I
Kt = .I: Ki = '2 =1.486

c.c, i.=1
Where K is the conveyance

2
Sf= (Qt/ Kt )

For each segment

Q i = Ki YSf*

Vi = Qi/Ai

VELOCITY HEAD COEFFICIENT

~ =Jv2
deL

VAQt or
0< =

1 2
.1: V1' Qi, -I

il1eighted Velocity Head h=O<VA2/(2g)
~ater Surface Elev. +vl
2nergy Elev. E

1II-3-1



CONfUTATIONS

The cross section is defined by a series of .coordi-

nates. Each coordinate consists of an elevation Z (J)

and horizontal distance Y(J) for a point (J) on the

ground along a cross section 4 , The ground points are

selected so that a straight line between them represents

the river ped. The cross section from page III-B-l is

shown below with points 3 and 4 labled to illustrate

the method. Note that a distorted scale is used.

TYPICAL CROSS-5ECTION PLOT

CHANNEL
Z

OVERBANK
I

1015 ,

~l .::: ---+--.'-

&.-.-s--L-r--- IO~f----+----

SECTION
POINTS

Hydraulic computations proceed by determining the

perimeter p(J) and the area A(J) for the portion of a

a cross section between point (J) and point (J+l). A

straight line between the two points represents the

wetted perimeter and the vertical projection between

III-B-2



!he line and the water surface represents the flow area.

This can be written as

P(J) = y(Z(J+1) - Z(J) )2+ (Y(J+1) ._ Y(J) )2

A(J) = OJ - (Z(J+1) + 2(3) )/2) (Y(J+l) -Y(S))

AVERAGE DEPTH: (TRAP. BASE

The area and perimeter for each segment is determined by

s~~ing the perimeter and area between each pair of

points within the segment.

Example #1 Hydraulic computations for the cross section with

the water surface elevation at 1012.0 feet. The

Section is split into three segments 9 with a

value of .OJ5 for each. The flow is, 10,000 cubic feet/

second.

P(J)=

A( J)

::>egment 2

Begin with J=J, J+l=4 ( Shaded on plot)
,( 2 21 (1010-1000) + (110 -80) =

= (1012 - (1000+1010)/2)(110-80)

P

J1.62

A

7 ) ( JO )= 210

3 = 4 (3+1) =5 (by inspection)

P( 4) = 40

.\( 4) = ( 12 ) ( 40 ) = 480

3=5 (3+1)=6 (same as J=J)

P(S)=

1\.(5)=
Total for Segment 2

III-B-J

J1.62

210
10J.24 900



R2= 900/10J.2=8.72

K2=1.486 900 8072
2
/ J /.OJ5

K2=16i843

Segment J p A

J= (6)

p(6)=

A(6)=

(J+l)=7 (by inspection)

( 2 ) ( 50 )=

50

100

J= (7)

P(7)=

A(7)= (

to Hater

V22 +62

1 ) (

surface

=

6 )=

6.J2

6-
Total for Segment J

RJ=106/56.J2 = 1.88

K
J

=1 0486 106 10882/ J /.OJ5

KJ=6860

Segment 1

56.J2 106

Since the cross section is symetrical, Segment 1

is the same as Segment J

•

For the total Section (with Qt = 10000cfs)

Kt = K
1

+ K2 + KJ =
At = A1 + A2 + AJ =
3 f = (Q,t/Kt)2 =
VA = Qt/At

III-D-4
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.00324
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For eaeh Segment

Q1 = Q3 = Ie1 VSf = K3 VS f
= = 6860 V. 00324 = 391

Vi - V = Ql/A1-J
= 391/106= 3.7

Q2 = K2 VSf

= 161848 Vo00324 = 9213

V2 = Q2/A2 = 10 02

Computation for the Velocity

0( = (~Vi2 Qi)/ (VA
2Qt)

«= (3 07 2 391 + 10. 2a

ex = 1020

The Energy Elevation E

Head Coefficient

2
391)/(9.0 10000)

Water Surface Elevation W= 1012.0

~V g/(2g) = 1 02 92/(64.3) = +105
A

E = 1013.5

Compare thse computations with the computer output

for SECT03 on page III-B-18

III-B-5



Example #2 Analysis of the same cross section as one unit.

For comparison, hydraulic characteristics for the same

cross section can be determined considering it as one

segment instead of three o The same n = .035, water

surface elevation and flow are used.

From previous computations

Velocity VA = 9.0 ft/sec.

Since there is only one sequent, 0< =1. 0

Velocity Head h= VA
2/(2g)=

Water Surface Elevation W=
Enersy Elevation

Hydraulic Radius

1.26

+1012.
1013.26

R=A/P = 1112/(103.2+56.3+56.3) = 5015

Friction Slope Sf

Sf= (Q/K)2 =(Q/('(1~486/n)A R2/3))2

Sf=( 1000.0/ ( (L 486/; 035)'1112 5.152/3)) 2

Sf= .00504

Compare thses computations with the Computer output

for SECT. 2 on page III-B-17

Computer Analysis

'lbe computation proceedure outlined in Examples ifl and ;/2

has been incorporated into a computer progral:'l. The program

is simular to IiEC' 2, the computer program developed at the

Corps of Engineers, Hydrologic Engineering Center at Davis,

California. ~Jpical computer output is prov~ded on page

III-B-16.. The cross section input data, the number of

III-B-6



segment' and data for each s'egment are echoed. Average

hydraulic characteristics for each water surface elevation

are provided. Segment information is printed.

A comparison of analyzing the section as three segments

verses one segment is given below:

Three Segments, Example #1 (Designate as Section 3)

Segment

n value

Q

v

111

003.5

391

3.7

42

003.5

9213

#3

.03.5

391

3~7

One Segment, Example #2 (Designate as Section 2)

Q=10000 V=900

3

~1;rNT 1.. 1... .. 2 .c..)•.. l. ....
\~::_ _==._._._.. ..•...• ~"""f_.._S_tl_r_fQ_C_e_._E_17=~V'. W~'Qla

o 40 80 I?O 160 200

Distance Along Section

For additional comparison, the results of additional

( y)

~~.---_.

240

computations (by computer) for different Manning n values

are given below:

Three Segments (Designate as 3ection 1)

3egment

N values

Q

If

137

1.3

lf2

.02

9699

10.8

III-B-7
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.Computer analysis (pages III-B-17 and III-B-18 provide

a basis for the following two figures. The effect of using

one verses three segments in the same cross section used in

the previous examples is illustrated for a range of water

surface elevations. A Manning n of .035 is used in all

computations.

COMPARISON OF ONE VERSES THREE SEGMENTS
Q= 10000 n= .035

'iDisl'!:}:-; ·1:[-/: '·;1:1:' ::::~r:: :':'F>:~c~+: Wa.ter Su,.fC(~e Elevatio1\= lOI~

ff}~ ,I le. -~ ..., I. ':. ••. J.,.:!:.I .. ! II :.....1·1 I '\Ol'!'
: '-~- 'I : !;'IE',,;..,: .. ,:":Il~:~Z!:: '~i::: ::~:k::~~d':: .. j'" _: :.-; ; --' .: lLlilQra

'01;2- '$~~:t A· -:- :'If,.,:j~~(; :.1-:-='':: .1<.: ..·1 :1/(.10'12
I --;.--. _:] ~ • - .i- 1 - : -~~T -- '" -. I I

ror r - :1 ~I~ '-"'! I. .!! -. ,.. ::.: ..-- '-.y., I"'! - -'1 1 ::! IoiI
'0'('0 -r':;l,"SE ';,;;;iIII- 1- ..:....:..:....1 : .. :i·l:"!- -I·· .: ,- ...- I -: ·1:'
J :jV I r- I ... 1 ' ;---- .~.~ •. , I· . I·I ....

··············-.1 I'" : .. , '1···-; i ,:~.;00<1: :::.:.:::: ::::'.: .: -::-::: ::::j.:.. . · .. ·i:::_ ::: i::: , :: :-.iJ:: T: ! lOO~1.

loo8~ :~::f:,: :::J::: ::k:::l=:i:::: :':: ~:.:I:" :::0 co:::+: .:t:L .. : I I

"roc;;Y' :~:::~::: :-::!:::.:::T-': ::=::1:::: :- ::::::l~~ ::::j::.~::+:::::. ::::::::[::+'::::1::':.:-1 ' '::!lo'07

I.Tooi: ::~::::::~r:: :~:t::::::;::: :::::- ::.::~':;:::~:::~: :ic:::::::: ::.:c ::::1:::: :::: :::,:'::I:::::L:::::Ij.:H:: ,:::1 16'06

'io05~ ::~~::-:: ::q::;: ~-j::: ::~~:::::::~::::: -::;:: .:;::~ ~::' ~.~~:: ::'c::::::::: :,~l::::':: ~:: i~-J:~ .• :;::h~:: :.:::V: ,: ::t:C:;::=J-=:1 ::~;

,00, .004 ,006 .008 .010 .0', .Olf. _ .019 . .DI~

Friction Slope (Sf)

Note that there is a major discontinuity in Sf for water

surface elevations above elevation 1010 when only one

segment is used in the analysis. The large increase in the

wetted preimeter as the water surface increases above the

level of the higher trapezoid causes the jump in the friction

slope.

The second figure shows the energy elevation and velocities

for a range of water surface elevations.
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ENERGY & 'JELOCITY VS. WATER SURFACE ELEVATION

NANNING N ::: .035

1012 EN ERGY 1013 EleVATION 10 5' 10 15

-----~-+---.c~-=-=-- r······

, ; \ '. , ;

,

i---c----,-~-+-e·--'---~-4\--__+~:-e'-'--'-,n ------'--+----'-----'-'-+--~'~
'\ ~i

~---+----:....-_-+-----\\--+~,.---;...---(j------+=-'--'-~--iO,-""-;--'-:--::,1~..
100'1 '\ 5

, \-+------'-+--

i---c-------'-+----+--.---\+.--~+---:-~-+-------f-----
f--,.---+-------'-----'-'-+--'-'_-e~,---+--_.--.~----l------+-------.j

f-----'-+----+----'-_-+-,,~~__+__---'---.--'---'---+ -----+----'----
, ":'." " "

,

',," ,

lot3 1014
ENERGY ELEVATION

! ,"

•

,
, I

i i I

: i
,
:

,
:

, , ,

: .

, i i
"- ; :! i:

: "'- ' :

'! ,"

i !

.

: ,
1008 . .

,
, , ,

:
I i ;,

\012
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A review of the figure on page III-B-9 provides several

significant factors to be considered when performing

hydraulic analysis.

A. Energy Considerations.

1. Selecting 1 vs. 3 Segments makes a significant

difference in the energy curve 0

2. The cross section analyzed as one segment has two

local minimums.

3. Near the minimum energy elevation, a minor change in

energy elevation can make a large change in water

surface elevation.

Water Surface Elevation Ener~J Elevation

(1 Seg.) 1012.1

(3 Sego) 1011. 4

1009.8

1013.3

1013.3

1013.2

B. Velocity Considerations

10 Using one segment does not give reasonable

overbank velocities.

2. The velocity head in the overbaru{ is significantly

different from the channel.

Natural channels are usually not symetrical, as the channel

which has been considered. TI1e plot below represents a

natural cross section which may be encoUYltered. ~1e cross

section 1s tS.l,en:froLl the plan view on page III-D-2 •

A computer analysis is prOVided on page III-3-19
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Segments

N Values

I. .,

-L11: I r---

2
~'1annel

.025

3
Right

.040

~---t-

80 IZO \(,.0 2DO

Distance Along Section (Y)

Computer plotted cross sections from the Santa Maria Flood

Plain are included on page 111-B-12,13,14. The dashed lines

show the 100 and 10 year flood water surface elevations.

The solid horizontal lines show the floodway. Note that

Sections 11.533 and 12.569 show overbank flow and flow

under a bridge. Section 12.219 shows a structure 0(=900) in

the flood plain.
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Copy of Cross-section Plot
on CRT Terminal o Used by
Hydraulic Engineer in
Flood Plain Analysis •
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ELEVATION VS ENERGY AND FRICTION SLOPE

NATURAL CHANNEL PROGRAM, SECTION CHARACTERISTIL~

MAX INTERIOR= 1010.0

StCI u~sc~ ItS! 3 N
Z 1 Y 1 Z 2
Z 6 Y 6 Z 7

1012.0 24.0 1010.0
1010.0 180.0 1010.0

GR ELEV, MIN= 1000.0

VALUES
Y 2 Z 3
Y 7 Z 8
30.0 1010.0

230.0 1012.0

Y 3 Z 4
Y a Z 9
80.0 1000.0

236.0

NO F'T= 8
y 4 7 5 y 5s.
v 9 Il0 )'10I

110.0 ., 000.0 150.0

LOWEST END= 1012.0

FLOW =

BEG ::

F'T NO .-

10000. NO OF SEGMENTS:: 3

2 3

3 6

80. 180.

N :: .0600 .0200 .0500

AlJG HYD CHARACTERISTICS FOR SECTION

W
,... EL T IJD I~ PER H RAIl VEL V HIt ALPHA E ELV ME SL TOT CON\)
~

1012.00 212. 216. 5.15 8.99 1.26 1. 39 1013.75 .0011?3 292036.

1011 .00 '")", 210. 4.31 11 .07 1 ,... 1. 23 Hl"I3.35 .001803 .""Tt:" AQ'7
..:.,'Jo" • 1 I ,,:,.,JJ, .. J •

11
).; Glr 00 100. 103. ' ~o 1" ')Q 3.17 1. 00 10'13.17 .002881 186310.o./v I ......

iOO9.00 94. 97. 6.22 16.58 4.28 1.00 1013.28 •004354 151555 •

1008.00 88. 91. C" ,~ 19.53 5.9:3 ..00 1013.93 .00686) 1~!.06':.t./ •.;.0;) I

100./" 00 82. 84. 5.07 23.42 8.53 1.00 1015.53 •011416 935'7'3 •

SEGI1ENT DATA
1 VS liS K~

.-, VS liS l{1"' 3 1.)8 as I<S
~ ,;:l

WSEL = 1012.00
11129 137. 4002. 10.78 9699. :28:.3232.- 1.55 164. 4B02.

WSEL = 1011 .00
1.03 C"--;" 1·-,·j 0 12 =3~5 on 0"" 232749. 1 :-:l/l 6 ,~ 1498.

.JiJ. ,..:.. ...., " . 1':)0·"1. • ";"'j "j •

WSEL = 1010.00
1100 O. O. P ')0 10000" 186310. .00 O. O.

I • .r- ~

We .-' = 100 1i.OO..•'1:.1-

• lJ ':.,1 O. O. 16.58 10000a 151555. " .' O. 0 ..II I,} I.)
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SECT DEBC= TEST ONLY
Z 1 Y 1 Z 2

1012.0 24.0 1010.0
1010.0 lS0.0 1010.0

GR ELEV, MIN= 1000.0 LOUEsr END= 1012.0

Yl0
Y 5

-,t:·,., ,..
I .J'-j .'-j

.., <:-
i. .J

NO PT= B
Y 4
Y 9 Z10

110.0 1000.0

1 S GMENT
Y Z 3 Y 3 Z 4
Y Z 8 Y 8 Z 9
30.0 1010.0 80.0 1000.0

230.0 1012.0 236.0
MAX INTERIOR= 1010.0

Z 7Y 6Z 6

FLOW = 10000. NO OF SEGMENTS =

F'T NO = 8

8TA =

N = .0350

AVG HYD CHAIi:ACTHI BTl CS FOR SECTION

W S EL T WI! W PER H R(~I1 VEL V HI! ALPHA E ELl) M E SL TOT CONV

1012.00 212. 216. 5.15 8.99 1.26 1 aOO 10'13 .. 26 .005044 140809.

101 1.75 21 1 214. 4.94 9.44 1.39 ..00 1013.14 .005874 130478 •, . I

101 1.50 209. 213. 4.73 9.93 1.53 -I .00 1013.03 .006889 120484 •

101 1 '1" 20811 21 1 4.52 10.4/ 1•?1 1.00 i 012.96 • 008-14-' 110830.."-...J .
101 1.00 206. 210. 4.31 11•07 1.91 1.00 "1012.91 .009703 101518 •

1(i 10. /5 205. 208. 4.09 11.74 2.14 1.00 10-12.89 .01"1674 q:-rl:-l:"7.. .i. __I ~_l oJ ..

1010.50 203. 206. 3.88 1'i flO r;t ..\ '1 1.00 1012.n .014"193 83938.~.'"TI ..:.. .. .,.~

1(i 10.25 202. 205. j.oo 13.33 2 .. 76 1.00 -1013.01 .. f)'! 74bO "71::' • ""J
__ ,..!u,/ ! "

1(110.00 100. 103 " 6u78 14.29 3.17 1.OQ i013.1:7 .008823 106463.

1009.75 r,o 102. 6.64 14.81 3.41 1.00 1013.16 .009748 101284.1! •

1009a50 97. 100. 6,,50 of r..~ ~" ...,. 3.6/ 1 .00 -! 0"1:5.17 .0-10/95 9·,~·249 •IJlI~/

1009.25 96. 1'9 II 6.36 of t:" 0 I 3.96 1.00 1013.2-1 .01 1982 9135,~.I,,",. ! 0

1009.00 94. 97. ' ........ 16.58 4.28 1•00 1013.28 .013333 86603 •o.&:-£.

1008.75 93. oc" 6.0a l' 'iC" , ••j";:l 1• 00 1013.38 .014876 81989 •/.J II / 1I~.,J

1008.50 91 D " " Ut; , ~ .96 5.02 1:: !)() 1013.52 ;lOj·:~,644 77~313~, -r. .' . /"'i ! ./
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LOWEST END= 1012.0

• .... - J" _ .--.z.'.: .:.. .;5

SECT DESC= TEST ALL 3. N VALUES THE SAME
Z 1 Y 1 Z 2 Y 2 Z 3 Y 3 4
Z 6 Y 6 Z 7 Y 7 Z 8 Y 8 9

1012.0 24.0 1010.0 30.0 1010.0 80.0 1000.0
IU!~.O 180.0 1010.0 230.0 1012.0 236.0

GR ELEU, MIN= 1000.0 MAX INTERIOR= 1010.0

NO F'T= 8
Y 4 Z 5
Y 9 Z10

110.oJ "000.0

V J:"
I ,J

Yl0
'j :JO.O

FLuW =

SEG =

PI NO =

N ::

10000. NO OF SEGMENTS = 3

... 3£.

3 6

80. 180.

.0350 .0350 .0350

AUG HYD CHARACTERISTICS FOR SECTION

U S EL T UD WPER H RAD VEL V HD ALPHA E ELV ME SL TOT CONV

1012.00 212. 216. 5.15 8.99 1.26 1.21 1013.52 .003244 175567.

1011.50

1011.00

209.

206.

213.

210.

4.73 9.93

4.31 11.07

1.5:5

1.91

1 ....,
• I i

1• '16

1013.33

1013.21

•004',31

.OO!5306

155594 •

137281.

1010.50 203. 206. 3.88 12.49 2.42 1.10 '10'13.17 .006855 120779.

1010.00 100. 103. 6.78 14.29 3.17 1.00 1013.17 .008823 106463.

1009.50

1009.00

97. 100.

97.

15.37

16.58

3. tl7

4.28

1.00 1013.17 .010J95

1.00 1013.28 .013333 86603.

1008.50 91. 94. 5.94 17.96 5.02 1.00 1013.52 .016644

1008.00 88. 91. 5.65 19.53 5.93 1.00 lo1J.93 .021023

1007.50 85. 87. 5.36 21.33 7.08 1.00 10'14.58 .026908

:.'7513.

68':?69 ..

601'62.

SEGNENT DATA
1 vs as KS 2 VS as 3 VS as KS

WSEL = 1012.00
3.69 391. 6860. 10.24 9219. 161847.

lJSEL = 1011.50
3.47 272. 4227. 11v13 9457. 147140.

usa = 1011.00
3.03 156. 2141. 12.11 9688.133000.

3.47

3.0:3

391.

1'",,,,,,,
.i.. ••• .::...

"r:;,JO.

6860.

4227.

2141 ..

tJSEL - 1010.50
2.19 56q 671. 13.19 9889. 119436. 2419 56. 671.

WSEL - 1010.00
o. O. 14.29 10000. 106463. o. rJ. III-B-18

WSEL = 1009.50
.01 O. O. 15.37 10000. 96249. •Oi o• 0 ..



INTEF:IOi~=

NO PT:= 6
Y 4 Z 5 T 5
Y 9 Z10 Yl0
60.0 1005.0 120.0

LOWEST END= 1015.01Oi 6J>

y '3 Z 4
Y 8 Z 9
54.0 1000.0

Z '3

'.r .. v
riM .....

SECT DEBe= NATURAL SECTION
II '11 22 '12
Z 6 Y 6 Z 7 Y 7 Z 8

1015.0 0.0 1010.0 50.0 1016.0
1015.0 20f).O

GR ELEV, MIN= 1000.0

FLOW = 10000. NO OF SEGMENTS = 3

BEG = 2 '3

PI NO - '3

STA = 54. 120 If

N ~ .0500 .0250 e0400

AVG HYD CHARACTERISTICS FOR SECTION

U S EL T WD WPER H RAD VEL U HD ALPHA E ELV "E SL TOT CGNU

1015.00 199. 213. 6.22 7.54 .S8 1 C'~ 1016.3lf .001'.327 274510.• .J/

1014.50 18911 203. 6.05 8.14 I .03 1.54 '1016.08 ,,00-; 562 252~'96.

1014.00 180. 193. r n!'"' 8.80 11120 1• :10 101::;.8'j .001849 23258~S II....I II -0 1

1O'i 3.50 170. 183. 5.74 9.54 1.41 1.46 1015.57 .0021'19 213244.

1013.00 161 17 ") 5.60 10.36 1.67 1 4'; 1015.37 .002631 194942.· I .::. • · ~

1012u50 151 162. 5.47 I I -17 1 97 I
-r,... "1015.23 .003169 177,~45.· .L..' . • j(j

1012.00 142. 152. '" ~. 12.28 2.34 I .34 1015.1~:; .003843 i 61 J19.;;.,)0

101 , .50 132. 142. '" '1' 13.41 2.80 1.30 1015.15 .004696 145928 •I .J.~O

j 01 1.00 123. 132. l:" "n 14.66 3.34 1.27 Hi 'I 5•24 .005789 13143'5.J. 10

1010 .. 50 1 i "Z 121 '" ,~ 16.05 4::01
,

. 24 1O'J 5.46 .OO?207 , 17797 •! ...'11 . ~. I j i I

1010.00 104. 111 5.1 1 17.58 4.81 , .21 'I01!3.83 .009076 10496.~ •I . I

SEGMENT DATA
2 !")S QS 'fi' 3 1.) S C-i~

!.'c

1 11C as !.;s !\ ;:) ,\~,

'-!.J

WSEL = 101 5.00
81 69 224239. 3. 94 1t':""'r 4'~,,)"l'7, rp 257. 7044. 10.31 . J/.J • ~L";"~' •

I

WSEL ,- 1OJ ..i .50.,
"'~, 0 10.93 8300. 2099:7? 4 ., ., 'I 490. 3:7700 .1• ~'5 21 O. "",jt i . . .I ,J

WSEL ::: 10
, ..; . 00; .,

ro,l ,
67 3885. 11 • ,;SO 8430 • 196061 -4 ''Z''Z I 403. 32631'111 . .-..Jw. 7 C· i ·

WSEL = 101
., .50.,)

1,.., 7'7 8558. 182499. 4. £:'1:- 'I ." ~\ 280241 n", 1-")0 2721 J,J ,J I " . .
"7 J ..:,.\,.1. . ,. • ...,1.1

WSEL = 101
., 00,J.

, 1 1~. 8684. 1 6?2(;!? -4 •~}B , 223. 2~: 8411cr93 93 1804. . I .. I oJ • ..::

WSEL = 101 ~, 50.::,..

<J7 "., 1109 'I 4.00 88()8. , 56464 5.02 1'j 30. :200711• \I! 0"::' • I .

III-B-19



III C MANNING N VALUES AND EDDY LOSS COEFFICIENTS

TYPICAL N VALUES - FIXED BOUNDARY ANALYSIS

Natural Streams

a.

b.

Minor streams (surface width at flood stage < 100 ft)
(1) Fairly regular section

(a) Some grass and weeds. little or no brush
(b) Dense growth of weeds. depth of flow

materially greater than weed height
(c) Some weeds. light brush on banks
(d) Some weeds, heavy brush on banks
(e) For trees within channel with branches

submerged at high stage, increase all
above values by 0.015

(2) I rregular section, with pools, 51 ight channel
meander .
Channels (a) to (e) above, increase all
values by 0.015

(3) Mountain streams; no vegetation in channel,
banks usually steep. trees and brush along
banks submerged at high stage .
(a) Bottom, gravel, cobbles and few boulders
(b) Bottom. cobbles with large boulders

Flood plains (adjacent to natural streams)
(I) Pasture, no brush

(a) Short grass
(b) High grass

(2) Cultivated areas
(a) No crop
(b) Mature row crops
(c) Mature field crops

(3) . Heavy weeds, scattered brush
(4) Light brush and trees
(5) Medium to dense brush
(6) Dense willows
(7) Cleared land with tree stumps. 100-150 per acre
(8) Heavy staAd of timber. little undergrowth

(a) Flood deoth below branches
(b) Flood depth reaches branches

EDDY COEFFICIENTS

0.030

0.040
0.040
0.060

0.050
0.060

0.030
0.040

0.040
0.040
0.050
0.050
0.060
0.090
0.170
0.060

O. 110
0.140

.6

Contraction
.1Small change in river cross-section

(Gradual Transition),
Abrupt change in river cross-section
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WSEu

III D WATER SURFACE PROFILE COMPUTATIONS

BERNOULLITS EQUATION. APPLIED TO·FI00D PLAINS

Average Energy Gradient

O<u (¥;2) 1---===----_==r-==----:~~----..::~::::_---------*- he

)~----l~<..,~t:1F~...rJ.;~·I"c=t~i~o=n=s~lo~p~e~-_~~~~~~~~~~--=l~h:f t2)~ O<d¥g
Water Surface

Elev. = 0 Datum

Upstream Downstream
Section Section

WSEu .o(u (~:2) = WSEd .OCd (t) + hi

Where

WSE = Water Surface Elevation

V = Average Velocity

0< = Velocity Head Coefficient

L = Effective Flow Length for Reach

Sf = Friction Slope for Reach

C = Eddy Loss Coefficient

hl = Total Energy Loss, he + hf

he = Eddy (Impact) Loss = C CXu(~2) -o(d(t)1

hf = Friction Loss = L Sf
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PLAN - TYPICAL FLOOD PLAIN
0

l.I) It) <:>C CQ c lli.-l..J..J -\.U
Section 4 SEG.2 F.P.El.

n=.025 1012.3
Q=8848 .~
V=14.3

\~
REACH ,~

3 \\.1.,,
I

SEG.l SEG.2 .P.El.
I 1012.9

Section 3

I
n=.035 n=.035 n=.035 IQ=606 Q=8789 Q=606

IV=3.8 V=8.8 V=3.8
t

I
,

-REACH t2 •

1FLm'l,
F.P.El.
1012 0 8

Section 2 n=.035 f

V=7 0 8 I'-" 0 () U) aL1 • () 2 c Q () () C L.n

~J
- 0 0 c c () - 1.4= -0 a Q c ~E 0;, -- -. 1'..., -....,,~ - 4 s::REACH t ill ill I.LI ttl ill -u.a

~\
l.!J llJ ,- l.LJ1 a-.-,n..

Q~ '1J
,0Q\ toE01
fJ.&..y:.o G:~ SEG.l 3EG.2 F.P.El.

~ 1011.0
Section 1 n=.06 n=.02 n=.05_ Q=53 Q=9883 Q=64

V=l.O V=12 0 4 V=1.2
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FLOOD PLAIN COMPUTATIONS, NATURAL STREAMS

NATURAL CHANNEL PROGRAM, PROFILE COMPUTATION

ENTER BEGIN I,,) S EL
!" 1iJ 11.

SEGMENTS

U S EL T WS A IJ ALP ENG EL FI\ S 1 Q V .,
Q V 3 I] I)i.

I ij 11 .ijO 206IDO 11 .07 J .23 10}3.35 400180 c-.-:r ,
.0 'i883ot12J4 .:. ,j 1.2.j.,.j. '~·1.

;,:EAl:H i LENGTH 100. HVG 5.00392 LOSS, F .25 Ii~PI"CT •14

J 012.?9 216.7 7.80 1. 00 1013.74 .00324 10000. 7.8

REACH 2 LENGTH 100. f~VG 8.00298 LOSS, F .27 IMF'ACT .0:3

i I} 12 II 7'4 L1!1"6 7.61 1 ?? 1014.04 .00212 606. 3.8 8789. 8.8 606 • 3.8...
REACH 3 LENGTH 100. AVG S.01158 LOSS, F ") ... IMPIKT .88.1./

1012.33 148.1 11 .60 1. 37 1015.19 .00338 54. 1.8 8848.14.3 1098. 5.1

111-D-3



E. PRESSURE FLO~BRIDGE OR CULVERT

er Bottom

2/2g=vh2

H

Section 2Section 1

0( V 2/2 _ PROFILE
~Lg-Vhl

--- ~~~CX2V2Bridge of
Culvert

llll
Vb '>- it12

'7"7rr ~/
r /-, /k J.... r ,. .... ,.

.L "??-

Length of Structure Riv

Datum

\'1 = 1'1ater Surface Elevation

Vb = Average, Velocity in the Bridge (Culvert)

vh
b

= vb
2/(2g) = Velocity heaGl in the Bridge (Culvert)

Applying Bernou11i~s Equation
2 2

loll + CX'1 V1 /(2g) =~v2+0<2V2 j(2g)+ hL

ToT +
tV 1

Hydraulic Losses hL
Transition Losses

Loss at structure entrance

h 1 = K c (Vhb -~ )

K is the contraction loss coefficient
c

The upstream velocity head is usually small
compared to the bridge velocity head" and
neglecting it results in a slightly
higher computed water surface elevation.

Loss at structure exit

K~e is usually 1 0 0 (expansion loss coefficient)
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Friction Loss - Manning Equation,Flow in Structure

hf = L Sf = L (n2vb
2)/(2022 r 4/ J )

= K
f

where Kf = 29 n2 /r4/ 3

2
Vb /( 2g)

2
Vb /(2g)

h
L

= h 1+ h 2 +hf

= Kc(vhb ) + l o 0(Vhb-Vh2 ) + Kf(Vhb)

Substituting into the Bernoulli Equation

~'11 + vh1= 1t12+~Kc(Vhb)+ Vhb-~Kf vhb

',IT1 + vh1 -10]2 = H = (Kc +1 + Kr) vhb

II= (Kc+l+Kf) vhb = Kx Vb
2/(2g)

Pressure flow of this type is often evalutated using the

orifice equation: Q=CA V2gH

Dividing both sides by the area A gives

Vb= C V2gH

H = ~Z V
2
b/(2g)

Comparison with the previous head loss equation shows the

K = 1/C2
x

C is frequently given the value of .8

Kx= 1/.82= 1. 56
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III. F. FLOW OVER ROADS

Reference: HYDRAULICS OF BRIDGE WATERWAYS, U. S. Department of
Transportation

0.9

0.8

-0.7 ~
<5
a:
~
(.)

~
w
uzw
Cla:

0.6 IlJ
::E
!Xl
::l
(f)

0.5

0.4

4.03.632

A

NOTE: USE THIS CURVE FOR FREE FLOW
COEFFICIENTS WITH HIt RATIOS <0.15.

L6 2.0 2.4 2.8
HEAD ON ROADWAY H IN FEET

c

12

OVERALL Q=CtLH3/Z.CslCf

o.a

----Hf-hi ---; =:.::::.::::.:-------

J-t_.~

0.4

3.06

3.04

3.02

3.00

76 78 80 82 100
rl""'"""'=l"'===¥=::::===i===~r--T-4~-T--Y--r-T--'r-11.0

0.3

Figure 24.-Discharge coeflroieols fOl' fiow over roadway en1bankmenb.
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Free Flow Conditions

For

L H 3/2

H 3/2

rectangular open

q = 3.087 Hm 3/2

Using C = 3.087

Flow per foot of Length

channel hydraulics

at minimum energy condions (Dc)

Solving for H

H = (qf / Cf)2/3

Hm= (q / C) 2/3

Comparison of Minimum Energy Head vs. Roadway Flow

Since qf = q

H / Hm = (C / Cf)2/3

TABULATION -H. VS-::Hm,Cf from Fig. A

H Cf C/Cf (C/Cf) 2/3 Hm

4.0 3.05 1.012 1.008 4.03

1.0 3.03 1.019 1. 013 1.01

.4 3.00 1.029 1.019 .41

The effect of varying the coefficient Cf is minor (compare H vs. Hm in

table). Therefore, free flow over roads can be evaluated by using the cross

section analysis method with minimum energy flow conditions.

Submerged Flow Conditions

Downstream conditions affect the depth, velocity and energy at a roadway

embankment cross section when a submerged flow condition exists. This

can be analyzed using a typical backwater computation as described pre

viously. The computation can be checked by using the method provided in

Figure 24.
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III G. .SYNOPSIS

AN EVALUATION OF FLOOD-LEVEL PREDICTION USING ALLUVIAL-RIVER MODELS

National Research Coundil
National Academy of Sciences

Background

At the request of the Federal Insurance Administration the National Academy of

Sciences reviewed the methods and models used for evaluation of erosion and

sedimentation in rivers. Three test sites were selected to test models that

had been developed by four organizations.

Results of Tests

Upon evaluation of the test results it was found that different models pro

duced significantly different results. Limitations of models include:

I. The procedure for analysis consists of using the existing condition of the

riverbed and evaluating the effect of a IOO-year flood. However, it is

probable that many smaller floods will occur before the IOO-year flood.

Since it is not possible to determine the sequence of floods, and since

the floods that precede the IOO-year flood will make major changes in the

riverbed, it is difficult to adequately define the initial riverbed con-

~ ditions that will exist prior to a IOO-year flood.

II. The models compute the amount of erosion or sedimentation by sub-reaches

of the river. Generally speaking, erosions occur when sediment out-flow

for the sub-reach exceeds the in-flow. Sedimentation occurs when this

condition is reversed. The predicted sediment discharges varied greatly

between models. Related variables, bed armoring and the roughness values

also showed considerable differences when the results of models were

compared. It was concluded that these processes are not well understood.

III. Other limitations were found in the evaluation of boundary conditions

(i.e. sediment input to the river at the upstream and of the study reach

and at large tributaries), bank erosion, and changing riverbed width.

Principal Conclusions

Except in cases of severely disturbed rivers which have experienced extreme

local degradation or aggradation through man's intervention, utilization of
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erodible-bed models instead of fixed-bed models cannot be justified in flood

insurance studies. The added cost of utilizing movable-bed rather than fixed

bed models is not justified in most cases.

An exception to the recommendation set forth above, arises in the case of

severely disturbed rivers (e.g. by channel straightening or aggregate mining),

or channels in very unstable conditions. If adequate input and calibration

data are available, erodible-bed models should be utilized in these cases,

be~ause the large-scale geometry changes occurring during a flood can have sig

nificant flood-stage effects.

It is unlikely that a model will be forthcoming which will be applicable to

all types of rivers. There is a need to classify rivers so an appropriate model

can be selected.

Recommendations

I. To instill more confidence in fixed-bed models, a sensitivity analysis

is needed to better understand the effects of channel roughness and

shape.

II. Future modeling efforts should be directed toward channel width changes and

channel-pattern migration. Large-scale tributary-sediment input needs

to be better understood.
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APPLIED SEDIMENTATION AND RIVER ENGINEERING
Watershed Erosion and Sediment Yield

By
Leonard J. Lane

Environmental Science Group
Los Alamos National Laboratory
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INTRODUCTION

Watershed erosion and sediment yield are the primary focus
of this paper. The terms watershed or watershed processes
connote consideration of distributed systems with processes which
are neither uniform in space nor constant in time. Watershed
processes also suggest processes such as mass flux (water or
sediment) relat.ve to a specified contributing area. This
contributing area is called the watershed, the drainage basin or
area, or the catchment.

If one examines the landscape, and this is easier in arid
and semiarid areas where geologic and geomorphic features are
more readily apparent, a striking feature is that stream channels
combine in complex patterns to form the channel network and the
interchannel areas. The term watershed means a drainage area
above a specified point on a stream enclosed by the watershed
boundary or perimeter. Thus, watershed connotes a physical
entity for which statements of continuity can be made.

It is often convenient to visual ize a watershed as
consisting of the channel networK and the contributing or
interchannel areas. The contributing areas can further be
described as upland or upstream areas and adjacent or lateral
areas~ Sometimes it is convenient to further characterize the
watershed as consisting of the stream channel and the upland and
lateral overland flow areas. The reasonableness of this
characterization varies depending upon the hydrologic systems
under consideration (e.g. more accurate in agricultural and urban
areas and much less so in forest environments) and upon the scale
of consideration (e.g. micro vs. macro topographic features).

Background Discussion

The emphasis of our discussions is on erosion and
sedimentation by water. These are the processes by which soil
particles are detached, transported and deposited by raindrop
impacts, runoff on the soil surface, and runoff in rills,
concentrated flow areas, and stream channels (see Foster, 1982,
for additional discussions).

Erosion on farm fields reduces potential crop production and
sediment which leaves the field can result in subsequent
sedimentation problems which in turn can cause off-site
environmental problems (e.g. ASCE, 1975, 1982). Erosion on other
upland areas such as construction sites, urban areas, mine
developments, or other disturbed areas can also cause on-site and
off-site problems (e.g. AGU, 1977; ASCE, 1975).

Channel erosion or deposition processes can cause further
problems inasmuch as the stream channels are components of the
watershed system (ASCE, 1975, 1982). Because we are concerned
with interactive processes 1 inKing upland areas with stream
channel networKs and ultimately with large river systems, we are



concerned with hydrologic and hydraul ic processes in their own
right and because they provide the driving force for erosion and
sedimentation processes.

Obj ec t i 'Jes

The purpose of this short paper, and the related classroom
activity, is to:

1) Provide a background on erosion and sedimentation
processes on watersheds,

2) Outl ine methods used to develop prediction equations and
models,

3) Provide knowledge to use and interpret erosion and
sediment yield models, and

4) To provide a brief assessment or forecast of some future
directions in research and technology appl ied to watershed
erosion and sediment yield.

Scope and Limitations

We will review selected existing techniques and procedures
rather than seek to develop new technology. The primary emphasis
is on erosion, transportation, and deposition of sediment on
upland areas, in small stream channels and thus on small
watersheds.

The exampl e appl i cat ions wi 11 be I imited to a few spec i f i c
equations and will be appl ied to a few specific problems. In
this way, we can develop appl ication techniques which are model
and problem specific for detailed examination and discussion but
which are more general with respect to problem formulation, model
selection, appl ication, and evaluation. Rather than producing
many examples lacking sufficient details for understanding, we
will concentrate on more thorough investigation of a few
examples.

Form and Structure of Erosion/Sediment Yield Models

Just as there are an infinite number of objectives, uses,
and appl ications for description, explanation, investigation,
understanding, and prediction of erosion and sedimentation
processes, there are infinite possibil ities for models. These
models can be conceptual, descriptive and/or quantitative. If
they are not structured, organized, and "written down" or
documented they cannot be passed easily from one individual to
another. This does not mean they are not models. My concept of
how erOS i on "works" is just as much a mode 1 as YOIJr ma thema t i ca 1
equation describing a process. The concept of model ing or
nonmodel ing approaches in science and engineering is nonsense and
a useless anachronism.

Erosion and sediment yield models can, however, be
classified with respect to a large number of characteristics.
Some of the most apparent and useful classifications appear in



the.following discussion.
A somewhat arti-ficial distinction can be made between

component and systems models. An example might be a model of
watershed systems with upland and stream channel components. One
can consider index vs. quantitative models which could consider
erosion as dmoderate d on a verbal index or as averaging 10
g/'m*m/yr on a quantitative basis. Another useful distinction is
stochastic (random processes in time) vs. deterministic models.
A very useful distinction is between event models and continuous
simulation models. An event model might be a set of equations to
predict upland erosion given a parameter set, initial conditions,
and a particular rain storm and runof-f event. In contrast, a
continuous simulation model might maintain a daily water balance
throughout the year to specify soil moisture status for runoff
and erosion calculations as the result of a given rain storm. An
important distinction is between lumped and distributed models.
For example, a lumped model might util ize the areal mean rainfall
as input (lumped in the sense that a single value is used to
represent rainfall over the entire watershed) to compute runoff
volume. In contrast, a distributed model might use a three
dimensional coordinate system to describe rainfall amount as a
function of x, y, and z. Parameters or variables can also be
lumped in time as well as space, or both.

The important concept here is that these classifications are
important so that a model user can form a picture of how the
model is classified and how it is intended to describe processes.
This, in turn, can help the user decide if the particular model
is appropriate for the intended appl ication. That is, the user
can use these classifications to help decide if the model is
appropriate for the problem.

WATERSHED PROCESSES

Watershed processes will be described in terms of processes
occurring on upland areas, in small stream channels, and over
entire watersheds. A basic source document for these concepts is
a book entitled THE FLUVIAL SYSTEM, (Schumm, 1977). An ideal ized
fluvial system is described as consisting of: Zone 1, the
drainage basin as a sediment and runoff source; Zone 2, the main
river channels as a transfer component, and Zone 3, the alluvial
fans, deltas, etc. as zones of deposition. Further elaboration
on these concepts is given by Schumm (1977) and in an American
Society of Civil Engineers Task Committee Report (ASCE, 1982).
The emphasis here is on Schumm~s Zone 1 as further divided into
upland areas and small stream channels. Considered together,
they form the watershed.

UPLAND AREAS

Processes considered for upland areas include runoff,
sediment detachment, transportation and deposition, and sediment
yield. Hydrologic processes such as rainfal I amount and



intensity, runoff amount and rate, and hydrau1 ic processes such
as flow depth and velocity drive erosion and sedimentation
processes.

Runoff

Surface runoff is the result of precipitation and is the
amount of water which appears in the stream channel networK
during and after a precipitation episode. Surface runoff as
direct flow of water over the soil surface and in small definable
channels is termed overland flow. Overland flow is not
necessarily sheet flow, although it may be under ideal ized
conditions and on a sufficiently small enough scale, but consists
of flow to and into and in small concentrated flow channels
(Foster, 1971, 1982). Overland flow is thus sheet flow on the
interri11 areas and channel flow in the many small rills. For
surface runoff to be classified as overland flow, it must be that
the mean flux per unit width of the flow area cross-section is
proportional to the storage in an incremental area (e.g. see
Lane, Woolhiser, and Yevjevich, 1975, pp. 1-2 for a more detailed
description). When surface flow cannot be hydrologically or
hydraul ically treated as overland flow, it is channel flow.
Again, these distinctions are somewhat arbitrary and difficult to
quantitatively describe. But they are useful1 conceptually and
mathematically.

Two general methods are available to compute runoff on small
upland areas. The first method is based on Richards/ equation
(Richards, 1931) or various approximations to it called
infiltration equations. This method uses precipitation data as a
function of time together with an infiltration equation to
separate rainfall rate data (intensity) into the amount entering
the soil (infiltration) and the amount which moves over the soil
surface (runoff as overland flow). Basic source documents
deal ing with infiltration include Phil ip (1969), Morel-Seytoux
(1973), and SKaggs and Khaleel (1982).

The second method used to compute runoff on small upland
areas is based on rainfall depth alone or rainfall depth and
stat i s tics represen t i ng ra i nfa 11 in tens i ty to compu te runoff
volume. Given runoff volume, other procedures are then used to
estimate peaK rate of runoff or the runoff hYdrograph. The
USDA-Soil Conservation Service runoff curve number procedure is
the best Known and most widely used method of this type (NEH-4,
1972).

Detachment, Transportation, and Deposition

A good description of these processes is given by Foster
(1982) and the following brief description follows that outl ine.
Additional detail is given by Foster (1982), by Wischmeier and
Smith (1978), by Hjelmfelt, Piest, and Saxton (1975), and by
Simons, e t • a I. (1975).

Soil particles are detached wh~n the impact of raindrops or
the erosive force of flowing water are in excess of the abil ity
of the soil to resist erosion. Sediment particles are



transported by raindrop spJa,sh. and by overland flow. Oeposi tion
of so i 1 par tic 1es occurs when' the we i gh t of the par tic 1e exceeds
the forces tending to move it. This condition is often expressed
as sediment load exceeding sediment transport capacity.

Particles detached in the interrill areas move to the rills
by splash mechanisms and as a result of suspension and saltation
in overland flow. Thus, their detach~ent and movement is
independent (except for morphological features of rill and
channel systems control I ing length and slope of interrill areas)
of processes in rill and stream channels. This situation is
definitely not the case for erosion in rills and channels. The
amount and rate of water and sediment del ivered to the rills
determines rill erosion rates, sediment transport capac(ty in
the rills, and rate of sediment deposition.

The basic relationships between sediment load (QS),
transport capacity (TC), erosion rate (E), and deposition rate
(0) is

Rate (E or 0) = a(TC - QS)
(1)

where a is a coefficient. The coefficient for erosion is

a = B-t/TC
( 2)

where EM is the rill erosion detachment capacity rate or the
maximum erosion rate when sediment load is zero. Following
Foster and Meyer (1972) the rill erosion rate equation can be
rewritten as

E/EM + QS/TC = 1
( 3)

where E is the erosion rate. Rewriting this equation in terms of
erosion rate means

E = EM( l-QS/TC)
(4)

with the maximum erosion rate given by rearranging Eq. 2



EM = a TC
( 5)

In a similar manner, the equation for rill deposition rate (0)
can be written as

O/OM + TC/QS = 1
( 6)

with OM as the maximum deposition rate when transport capacity is
zero. This equation can be rewritten as

o = OM (1 - TC/QS)
(7)

with the maximum deposition rate given as

OM = -aQS
(8)

The coefficient a is given (see Einstein, 1968) by the
ratio of the particle fall velocity, VS, to the water discharge
per unit width, q, as follows

(X = eVS/q
( 9)

where e = 0.5 for overland flow and e= 1.0 for open channel flow.

To summarize the previous 9 equations and show how sediment
load may be different from transport capacity, Eqs. 3 and 7 can
be ret..... r j t ten as

E/EM = 1 - QS/TC
(10)

for erosion and



D/DM = 1 - TC/QS
( 11 )

which in terms of relative sediment load (QS/TC) can be written
as

D/DM = 1 - 1/(QS/TC)
(12)

Now, Eq. 10 shows relative erosion rate, E/EM is a linear
function of relative sediment load. Equation 12 shows relative
deposition rate is proportional to the reciprocal of relative
sediment load. These relationships are shown in Fig. 1.

The data shown in Fig. 1 suggest the following: 1) Erosion
rate is at its maximum when sediment load is zero such as when
clear water is directly introduced into the upstream end of a
rill or channel, 2) Erosion rate decreases 1 inearly with
increasing sediment load until net erosion ceases when sediment
load exactly equals sediment transport capacity, 3) Deposition
rate is at its maximum when transport capacity is zero such as
when flow velocity is zero in still water, and 4) Deposition rate
decreases nonl inearly from its maximum with decreasing sediment
load until net deposition ceases when sediment load exactly
equals sediment transport capacity.

Transport capacity tends to increase with increasing flow
and flow velocity. For the same flow conditions, transport
capacity for smaller or lighter particles is greater than it is
for larger or heavier particles. Therefore, many factors
influence transport capacity and thus sediment yield. For
example, the flow transport capacity in a rill or channel may
exceed available sediment load. If the detachment capacity
(abil ity to dislodge soil particles) is less than the resistance
of the soil to detachment by flow, then rill or channel erosion
will not occur and transport capacity will remain in excess of
sediment load. This can be accompl ished by lining or armoring
the channel. On the other hand, if the transport capacity of a
ch.anne 1 is less than ava i 1abl e sed imen t supp 1y from in terr i 11
erosion then deposition will occur. Consider a short rill near
the top of a hillslope. Flow rate increases nearly linearly with
distance from the top of the slope (at least at steady state) so
that transport capacity increases with increasing slope length x.
For a fixed x, increasing the interrill detachment rate can
result in direct increases in sediment yield if sufficient
transport capacity in the rills exists. If transport capacity in
the rills is much less than the sediment suppply from interrill
erosion, then increasing the interrill detachment rate may not
result in corresponding increases in sediment yield. The
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increased sediment suppl ied from interrill areas may be deposited
in the rills as shown in Fig. 1 and by Eq. 12.

Foster (1982, p. 301) summarizes this latter point by
saying, "Most downslope movement of upland sediment is by flol"" in
the rills. Even though excess transport capacity may exist on
the interrill areas, this transport capacity does not add to the
transport capacity of flow in the rills. This is subtle but a
key point in using data from small experimental areas (e.g. 1m by
1m) to estimate parameter values for erosion models. Conversely,
excess transport capacity in the rills is not available to
transport sediment detached by raindrop impact on interrill
areas." This is a key point for practical appl ication of erosion
equations and thus merits further elaboration.

Small rainfall simulators (on the order of 1m by 1m plots)
are often used to estimate parameters in erosion models and to
estimate the erosional impacts of various land use and
treatments. These simulators on very small plots can distinguish
between various treatments as they affect interrill detachments
rates and can be very efficient in estimation of interrill
erosion parameters in erosion/sediment yield models. They cannot
be used to investigate rill and channel erosion processes nor can
th~y be used to estimate rill and channel erosion,
·transportat i on, or deposi t i on parameters.

Erosion data and parameter estimates obtained using these 1m
by 1m plots are often found to be in disagreement with data and
parameter estimates from larger plots or watersheds. These
results are sometimes incorrectly used to question data and
models derived from larger plots and small watersheds. While
these large plot and watershed derived data and models will, and
should, be subject to critical analyses, their appl icabil ity and
worth should not be judged exclusively in relation to how well
they agree with small plot results.

Sediment Yield

Sediment yield from upland areas is simply the final and net
result of detachment, transport, and deposition processes
occurring from the watershed divide down to the point of interest
where sediment yield information is needed. Depending upon the
scale of investigation and definition of the problem, this point
of interest can be a position on a hillslope, a property boundary
at a construction site, the edge of a farm field, del ivery point
to a stream channel, or some other location dependent upon
topography. In any event, sediment yield at the point of
interest is determined by the occurrence of physical processes of
sediment detachment, transport, and deposition at all positions
in the contributing area above the point of interest.

Sediment yield is often discussed (and even computed) based
on the use of a del ivery ratio defined as the change per unit
area from the source to the point of interest. The del ivery
ratio (D in X) is often expressed as

.:;,
'.....



D = 100 Y/T
( 13)

where Y is the total sediment yield at the downstream point of
interest and T is the total material eroded (gross erosion) on
the watershed area above the point of interest. Values of Y and
T are given in units of mass per unit area per unit time (e.g.
T/A/yr). A good description of sediment yield from upland areas
is given in Foster (19$2, pp 362-369) and from larger watersheds
in SEDIMENTATION ENGINEERING, (ASCE, 1975, pp.437-494). The
emphasis in this section is on upland areas and the del ivery of
water and sediment to the stream channel system and ultimately
the watershed outlet.

Stream Channels and the Watershed

As interest in erosion and sediment yield extends to
progressively larger l~nd areas,the relative importance of
stream channels increases. However, there are no rigorous and
clear-cut criteria used to set definitive 1 imits to distinguish
between rills and small streams or channels. Agricultural
definitions focus on size related to tillage. If normal tillage
can obl iterate the concentrated flow areas they are termed rills.
If not, they are termed gull i es or channel s (Hutch i nson, et. al.,
1976; Foster, 1982). In a more recent Task Committee Report
(ASCE, 1982, p. 1330) a small channel was defined as follows.
"Therefore, for this report, we adopt an operational definition
of a small stream or channel as a permanent feature of the
landscape that conveys water and sediment from the upland areas
to the major channels and acts as a sediment source or sink,
depending upon the dynamic characteristics of the water-sediment
flow system. Central to this definition is the sensitivity of
the small channel to upland runoff and erosion processes and to
hydraul ic and sediment transport processes in the larger
downstream channels." Notice this latter definition shares the
concept of permanent feature of the landscape with the
agricultural definition. As unsatisfactory as these definitions
may be, they do reflect the state-of-the-art in hydrology,
erosion and sedimentation, and geomorphology.

Individual Channel Segments

Discharge along a single channel segment during a runoff
event, and in the absence of significant infiltration losses to
the channel bed and banKs, can be assumed to vary directly with
upstream contributing area. If an initial discharge is allowed
at the upper end of a segment to approximate flow from headwater
contributing areas, then the channel segment has an upstream
inflow and increasing discharge in the downstream direction due
to lateral inflow.

Foster, et. al. (1981, p. 1256) described this flow



sit ua t i on i n farm fie 1ds .. as fo 11OlA,/S •
"Flow in most channels in fields is spatially varied, lA,/ith

discharge increasing along the channel. The model approximates
the energy gradel ine along the channel assuming a triangular
channel section and steady flow at the characteristic peaK
discharge from a set of polynomial curves fitted to solutions of
the normal ized spatially varied flow equation (Chow, 1959). This
feature approximates either drawdown or bacKwater at a channel
outlet liKe the edge of a field where vegetation may hinder
runoff. As an alternative in the model, the slope of the energy
gradel ine can be assumed equal to the channel slope. After the
slope of the energy gradel ine is estimated, a triangular,
rectangular, or /naturally eroded/ section is selected at the
user/s option to compute flow hydraul ics and channel erosion and
sediment transport."

This description of channel segment representation in the
CREAMS mode 1 (e. g. Kn i se l, 1980a) po in ts 0 1.1 t several impor tan t
features of runoff and flow hydraul ics in small channels. Of
course, flow in these channels is spatially varied and unsteady
and various options are available in approximating channel flow.
Foster, et. al. (1981> selected a characteristic discharge (the
peaK discharge) and then assumed spatially varied but steady
flow. Others have assumed uniform but unsteady flow. Still
others have assumed bed slope equal to friction slope and thus
appl ied the Kinematic wave equations. Even appl ication of the
dynamic equations requires several simplifying assumptions (e.g.,
see Chow, 1959) and resu 1 ts in approx imate flow cal cu 1a t ions.
Moreover, the flow perimeter (channel bed and banks) is itself
variable and dependent upon flow conditions and is often termed
self-formed (ASCE, 1982). Processes of alluvial bed forms and
the i r in terac t i on with flow hydrau 1 i cs and sedi men t transpor tare
very important (e.g. Simons and Richardson, 1971).

Relationships between erosion, sediment load, and deposition
discussed in the section on rill erosion also apply so upland
processes affecting water and sediment supply to the stream
channels also affect processes in the channels. Just as
local ized changes in hYdraul ic conditions affect erosion,
transport, and deposition of sediment in rills, these changes
which may occur in channels have similar effects.

Small Watersheds

Upland processes and processes in individual channel
segments are combined through the channel networK and
interchannel areas to influence runoff and sediment yield from
watersheds. In addition to the complex relationships on upland
areas and in stream channels, processes affecting watershed
runoff and sediment yield include interactions (e.g. channel
Junctions and bacKwater) as well as land use, soil and coVer
characteristics, and other factors varying over the drainage
area. The state-of-the-art in hydrology is such that runoff and
sediment yield from watersheds cannot be adequately described or
predicted without resorting to use of indices, coefficients,



fitted parameters, and the appl ication of judgment and
experience.

This does not mean that significant progress has not been
made or will not be made in the future. For example, the recent
publ ication of the American Society of Agricultural Engineers
monograph, HYROLOGIC MODELING OF SMALL WATERSHEDS, (ASAE, 1982),
represents a compilation of nearly two decades of significant
advances over similar material included in the HANDBOOK OF
APPLIED HYDROLOGY (Chow, 1964).

Several factors and trends may serve to slow comparable
progress in the next two decades. Short, as opposed to long-term
approaches to research and resource conservation may slow
progress. Continued evolution and appl ication of "Improved
Management Styles and Techniques" wherein appearance, style,
micromanagement, bureaucracy, selfishness, and misinformation
gr~~ at the expense of research and productivity may overburden
science and stifle creativity and individual initiative. On the
conceptual level, the incorrect (but surprisingly universal)
bel ief that a good manager need not be competent in any
particular area of science to manage research and research
scientists, may result in accelerated advancement of incompetent
administrators and managers at the expense of scientists and
technicians.

Two important factors may tend to oppose or offset these
debil itating trends in research and science. First, is the
growth and increasing availabil ity of home computers and
telecommunications 1 inks from the home to major computer centers.
This allows the research scientist to escape to the unmanaged and
rather free environment of the home. This escape can
dramatically increase creativity and productivity. The second
factor is the development of artificial intell igence, especially
expert systems. These systems will allow compilation and ready
access to the expert judgment and experience factors necessary to
predict runoff and sediment yield from watersheds. Development
of expert systems will be discussed in a later section of this
paper.

DEVELOPMENT OF MODELS

Following the previous discussions, the first models
examined will deal with soil loss on upland areas. Next, the
emphasis will be on simple watersheds. Finally, we will return
to a brief discussion of models for runoff and sediment yield
from larger and more complex watersheds.

The Universal Soil Loss Equation (USLE)

The most widely used and successful model used to predict
soil loss from upland areas is the USLE described by Wischmeier
and Smith (1978). Their publ ication entitled PREDICTING RAINFALL
EROSION LOSSES, A GUIDE TO CONSERVATION PLANNING states on page
1, "The procedure is founded on an empirical soil loss equation
that is bel ieved to be appl icable wherever numerical values of



its.factors are available~. R~search has suppl ied information
from which at least approximate values of the equation~s factors
can be obtained for specific farm fields or other small land
areas throughout most of the United States. Tables and charts
presented in this handbook make this information readily
available for field use."

Several important points are made in these introductory
comments. The phrase "an empirical soil loss equation" suggests
the origin and basis of the equation. The equation and its
factors are based on observations of erosion and erosion
processes rather than theoretically derived relationships. The
phrase "research has suppl ied information" makes reference to a
data base consisting of over 10,000 plot-years of data from 37
locations in 21 states used to develop the USLE. Since its
development, additional plot data have been collected in many
other states and other countries to evaluate USLE factors under a
variety of conditions. These efforts will no doubt continue for
the foreseeable future. The phrase "for specific farm fields or
other sma 11 1and areas" 1 imi ts the intended app 1 i ca t i on to up 1and
areas as described earl ier and emphasizes agricultural systems,
expecialily farm fields. The phrase "Tables and charts
presented ••• " illustrates the methodology used to prepare the
Handbook and its intended level of use as a tabular and graphical
handbook. Finally, the Handbook is intended to help in choosing
guidel ines for selection of erosion control practices on farms
and other erosion prone areas.

Wischmeier and Smith (1978, p.3) also state "The USLE is an
erosion model designed to predict the longtime average soil
losses in runoff from specific field areas in specified cropping
and management systems." This comment can be interpreted to mean
that the USLE is intended to compute average annual soil loss and
the result should be seen as a long-term average annual value.

The USLE was originally derived and presented in Engl ish
units. Conversion to SI units was accompl ished after the fact.
Therefore, the presentation herein will follow the original
presentation in Engl ish units. The USLE is

A = R K L S C P
( 14)

where the terms are described as follows.

The variable A is the computed soil loss per unit area and
is most often expressed as an average annual value in tons per
acre per year.

Rainfall and Runoff Factor

The R factor is described as a rainfall and runoff factor
and is computed as the product of rainfall storm energy (E) and
the max imum 30-m i nu te ra i nfa 11 in tens i ty (130). The produc t ter-m
(E1) is deSCribed by IJJischmeier and Smith (1978, p. 5) as "a
stat i st i cal interact i on ter-m that refl ects hOVJ total ener-gy and



peak intensity a~e combined in each pa~ticula~ sto~m.

Technically, it indicates how pa~ticle detachment is combined
with t~ansport capacity.n Total energy refers to raindrop
detachment and peak intensity ~efers to the peak rate of runoff.
The R factor is often misinterpreted as a ~ainfall facto~ only.
However, if one conducts ~egression analyses with data from small
upland a~eas 130 is often most strongly correlated with ~unoff

volume o~ peak ~ate of runoff. To the extent that regression
equations summarize a data set and result in prediction abil ity,
130 is a ~unoff p~edictor in the R factor.

The energy parameter can be computed from rainfall intensity
data using

E = 916 + 331 LOGI0 I
( 15)

where E is kinetic energy in hundreds of foot-tons per acre-inch
and I is intensity in inches per hour for a given time period
whe~ein ~ainfall intensity is constant. Values of E for 1
greater than 3 inches per hour are assumed to be given as E =
1074 as an upper limit. Equation 15 is appl ied over each
interval in a storm and the sum is rainfall energy. Tabular data
for rainfall energy computation are also given in Table 19 on p.
56 of Wischmeie~ and Smith (1978). However, Eq. 15 and Table 19
give E in terms of hundreds of foot tons per acre so that the
cumulative E values (ove~ a sto~m or over a year) must be
divided by 100 before multipl ication by 130 to compute EI and
thus the annual value of R by summation.

Figures 1 and 2 in Wischmeier and Smith (1978) show average
annual values of the rainfall erosion index for the United
States. These maps can be used to estimate R for use in the
USLE. An approximate equation to estimate R is

R = 27.38 P ** 2.17
( 16)

where R is an estimate of the average annual rainfall e~osion

index in (foot-tons per acre) (in per hI"") and P is the 2-yr, 6-hr
~ainfall amount in inches.

Theref.:.re, if storm rai nfal 1 i ntensi ty data are avai 1abl e
then a value of E can be computed for each storm by summing over
uniform intensity periods within each storm. These summed
individual storm values are then multipl ied by the corresponding
130 values for each storm and then summed over the entire year.
This annual value of EI is then divided by 100 as a value of R
for that year. If this procedure is repeated over several years
an average annual value of R can be estimated. If rainfall
intensity data are not available or are unsuitable because of
short records, etc., then Figs. 1 and 2 in the USLE Handbook can
be used to estimate R. Finally, a rough approximation is given
by Eq. 16. Within the continental United States, values of R
range from' less than 20 to over 550.



Soil Erodibility Facto~

The soil erodibil ity factor, K in units of (tons/acre)
(acre/f t. -tons) (hr/ in), is the so ill oss rate per eros ion index
unit for a specified soil as measured on a unit plot. A unit
plot is defined as a 72.6 ft. length of uniform 9% slope
continuously in clean-tilled fallow condition. Note: under these
unit plot conditions LS = 1, C = 1, and P = 1 so that LSCP = 1.
With these values it must be that A = RK so that if R is plotted
on the horizontal axis and A is plotted on the vertical axis,
then K is the slope of the line through the origin expressing A
as a function of R.

Figure 3 on p.ll of the USLE Handbook (Wischmeier and Smith,
1978) is a nomograph for K as a function of percent sand, silt,
clay, and organic matter as well as soil structure code and soil
permeabil ity class. Computed values of K range from about 0.02
to 0.70 with most agricultural soils having values in the range
0.10 to 0.40 (e.g. see Table 1, p.9 of the USLE Handbook).

Slope Length and Steepness Factor

The factor LS is dimensionless and is the expected ratio of
soil loss per unit area of a field slope to that from a unit
plot. A 72.6 ft. uniform slope at 9% would have an LS value of
1.0. Table 3 on p.12 and Fig. 4 on p. 13 of the USLE Handbook
give LS values for various combinations of slope length and
steepness. For example, a uniform slope length of 25 ft. would
have a LS value of 0.06 for 0.2% slope and a value of 2.04 for
20% slope steepness. These estimates are based on data from
plots with slopes ranging from 3 to 18% steepness and 30 to 300
fee t in length. Wi th i nthese lim its (3 to 18% steepness and 30
to 300 feet length) LS values range from a low of about 0.2 to a
high of about 6.

Cover and Management Factor

The cover and management factor C is dimensionless and is
the ratio of soil loss from an area with specified cover and
management to that from an identical area in tilled and
continuous fallow and is a measure of the combined effect of
all cover and management variables affecting soil loss. The
C factor is the most difficult factor to estimate (under most
conditions, except the unit plot) in the USLE. At a particular
site, once K, LS and P have been measured or specified then R can
be measured or calculated. The C factor is then determined over
time (cover and management practices take time to implement and
their combined and interactive influences may take months or
years to stabil ize) and on a mostly empirical basis. Moreover,
because vegetative cover develops over time and with the seasons
as controlled by plant physiology, cl imate and weather,
management, soil characteristics, etc., it is highly dyna.mic and
highly variable. Therefore, the C factor lumps an enormous



amount of info~mation on biological, chemical, physical, and land
use o~ management induced va~iabil ity into a single coefficient.
Unde~ these conditions, its specification involves a g~eat deal
of judgment and subjectivity based upon empi~ical data and
expe~ience. Mo~eove~, the rel iabil ity of C factor estimates is a
function of all these interactive and ill-defined relationships
so that t~ue measures of its variabil ity are impossible in the
objective sense or data and judgment based in a heuristic sense.

Within each cl imatic zone there are periods during the year
when highly erosive rainfall episodes are expected (subject to
local ized and short-term weather patterns) and periods of poor to
good plant cove~. Therefore, for the some soil, topographY,
rainfall energy, etc. if the degree of correspondence between
rainfall periods and plant growth stages varies between regions,
then the value of C for the same cropping system will vary
between the regions. Under these conditions, it is necessary to
derive C factors for the local ized cl imatic and plant growth
relationships.

The USLE Handbook describes various items affecting
estimated C factors as follows: 1) Cropstage periods to represent
the seasonal changes in effectiveness of plant cover, 2) Crop
canopy as a measure of the degree of protection provided by the
canopy, 3) Residue mulch as a measure of "on-ground U protection
from raindrop impact, 4) Incorporated residues affecting the top
few inches of soil, 5) Tillage as it affects the soil, residues,
etc., and 6) Land use residuals such as the influence of plant
~oots, organic matter, and other factors of interseasonal
importance.

Table 5 on pp. 22-24 of the USLE Handbook 1 ists several
hundred soil loss ratios for croplands. Values in Table 5 range
from 1 to 1.40 representing soil loss ratios of from 1% to 140%
of the soil loss from a continuous fallow plot. Entries in Table
5 include cover, crop sequence, and management as well as sp~ing

~esidue and /. cover after planting, and cropstage from fallow to
seedbed preparation, and crop cover from seedbed to complete
canopy cover. Tables 6-12 and Figs. 5-9 in the USLE Handbook
present additional information on estimating C factors for other
cropping practices, for pasture and rangeland sites, and for
cl imatic adjustments fo~ seasonal variations in EI.

Research efforts are underway throughout the United states
and in several other countries to determine C factors under a
variety of conditions. Two general approaches are used
separately and in combination. First is the subfactor approach
wherein C for a particular situation is estimated based on the
Known influence of component processes via a subfactor approach.
The second method is to transport portable rainfall simulators to
various locations to derive on-site estimates of C factors using
simulated rainfall. These efforts are producing additional
estimates of C' Factors beyond those summarized in the USLE
Handbook.

Support Practice Factor

The support practice factor P is a factor used to represent



the·ratio of soil loss with a spec fic support practice to the
soil .loss on a unit plot. The mos important support practices
for cropland are contour tillage, stripcropping on the contour,
and terrace systems. The P factor is described (for croplands)
on pp. 34-39 of the USLE HandbooK. Values of P for contouring
range from about 0.6 to 0.9, for stripcropping about 0.3 to 0.9,
and for contour farmed and terraced fields from about 0.05 to
0.9. Therefore, a reasonable range for P is from 0.05 to 1.0
depending upon the site specific conditions described in the USLE
HandbooK.

General Comments

The USLE, as an empirically derived and data based model
shares the strengths and weaKnesses of such procedures. In terms
of its main factors (RKLSCP), it is a 1 inear equation but in
terms of how physical features and management practices affect
the factors, it is nonl inear. For example, LS is a nonl inear
function of slope length and steepness and C is a nonl inear
function of the /. mulch cover.

The USLE is intended to estimate long-term average annual
soil loss from upland areas. The emphasis in development of the
equation was on agricultural areas of the humid United States.
Users and potential users should Keep these two facts in mind in
appl ication of the USLE.

The USLE has provided a focus and a methodology of
conducting erosion and soil conservation research for decades.
As a method for focusing research and as a method of summarizing
research data representing complex processses and interactions,
the USLE has served a very useful purpose. The USLE is the most
widely Known and accepted method of predicting erosion and of
evaluating the influence of erosion control methods. The
equation and its associated methodology will probably be used in
these ways for the foreseeable future. However, research
scientists and users should not see the USLE as a true and final
representation of erosion, erosion prediction, and erosion
research. The USLE is a step in our continuing efforts to
develop understanding and improved models to estimate erosion and
sediment yield.

Models for Erosion Dynamics on Upland Areas

A large number of erosion-sediment yield models has been
developed. Some of these models use the USLE as a starting point
and imporove or elaborate upon particular components or
processes. Others begin formulating erosion/sediment yield
processes independently of the USLE structure and solve the
resulting equations. Foster (1982) summarizes several of these
models in tabular format and Knisel (1980b) discusses several
models. Although all of these models are in some way related to
the USLE, two useful1 classifications are whether or not the
model is directly r'elated to the USLE.

, .
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USLE Modifications

Onstad and Foster (1975) modified the R factor in the USLE
to expl icitly account for rainfall and runoff separately. This
modification was intended to allow individual storm (rather than
long term average) estimation of upland soil loss. All other
factors in the USLE retained their original interpretation and
meaning.

Will iams (1975) modified the USLE (called MUSLE for
"Modified USLE") to replace the R factor by a runoff factor and
to interpret the other USLE factors on a watershed-wide basis.
Thus, MUSLE is really a watershed rafher than upland sediment
yield model and will be discussed in greater detail later.

The ANSWERS model (Beasley, 1977) is a complex and
distributed model to estimate erosion and sediment yield in time
and over a watershed for individual runoff events. This is a
watershed rather than upland model, but is based in part on USLE
parameters and factors. The CREAMS model (Knisel, 1980a)
estimates erosion and sediment yield 6n an individual storm basis
(not dynamics during or within the storm as in ANSWERS) and
incorporates some USLE parameters and factors. The CREAMS model
will be discussed in greater detail later.

Other Upland Models

Of all the alternative formulations of erosion dynamics on
upland areas, the most useful for the present discussions are
those directly coupled with the Kinematic wave equations for
runoff on a plane. Other formulations or models consisting of a
cascade of planes and channels to represent an entire watershed
could be considered. But for the present discussions, emphasis
will be on a single plane used to represent upland or lateral
overland flow areas.

Kinematic wave equations for overland flow on a plane have
been shown to apply (with consequent parameter distortions
dependent upon the degree of surface irregularity) to many
irregular surfaces (e.g. Woolhiser, Hanson, and Kuhlman, 1970).
Such surfaces can include topographically simple upland areas on
natural watersheds. For these conditions, the one-dimensional
kinematic wave equations for a plane are:

(17)

and

q = Kh ** m
(18)

where h is the local depth of flow per unit Width, q is the
r·unoff rate per unit width, p(t) is rainfall rate, f<t> is

1. i



i nf i 1 t I" a t i on I" ate, K an d m ar eo pal" ame tel" s , tis time, an d xis
distance down the plane •.Equation 17 is the continuity equation
and Eq. 18 isa simpl ified momentum equation wherein the friction
slope is assumed equal to the slope of the plane (see Huggins and
Burney (1982) as a recent reference describing these equations).
In general, p<t) and f<t) are given by complex and numerical
rather than analytical functions so that Eqs. 17 and 18 are
solved numerically.

The continuity equation for sediment particles travel ing
with the mean water velocity is given by

~(ch)/~t + ~qs/~x = EI + ER
( 19)

where c is sediment concentration, qs is sediment discharge rate,
EI is interrill erosion rate, and ER is rill erosion rate.
Notice that EI and ER are complex functions of many factors as
described earl ier.

Based upon previous work (e.g. Foster, Meyer, and Onstad,
1977; Hjelmfelt, Piest, and Saxton, 1975; Shirley and Lane, 1978;
and Lane and Shirley, 1982), several simpl ifying assumptions for
Eqs. 17-19 can be made which allow derivation of .~nalytic

solutions. If the difference between rainfall and infiltration
rates in Eq. 17 can be approximated as a step function (i .e. p<t)
- f(t) = 1") then analytic solutions to the runoff equations are
available. If we further assume that qs = cq and

EI = KIr
(20)

and

ER = KR.(Bh ** m - qs)
(21)

where I" is rainfall excess rate, KI is an interrill coefficient,
KR and B are rill coefficients, and the other variables are as
described above. If we further let

Bh**m = B/Kq
( 22)

then Eqs. 17-22 form a kinematic wave model for runoff and
erosion on a plane.

Foster, Meyer, and Onstad (1977) specified the approximate
forms of the erosion equations (Eq. 19-22). Hjelmfelt, Piest,
and Saxton (1975) derived an analytic solution to the model (Eqs.
17-22) for the rising portion of the hydrograph but not for the
recession. Shirley and Lane (1978) solved the equations for the
entire hydrograph and derived a sediment yield equation by
integrating the solutIon to the model. Lane and Shirley (1982)



appl ied the model to runoff and sediment data from erosion plots
and a small watershed to derive parameter values.

The solution to the model (Eqs. 17-22) is runoff rate
q(x,t), sediment concentration c(x,t), and thus sediment
discharge rate qs(x,t) = c(x,t) q(x,t), as functions of distance
(x) and time (t). These solutions are integrated with respect to
time to produce a sediment yield equation QS(x) as

QS(x) = Q(x) (B/K + (KI - B/K) F(x) )
(23)

where QS(x) is sediment yield as a function of distance down the
plane, Q(x) is runoff volume at x, the other variables are as
described above, and F(x) is a function of x. The function F is
given as

F(x) = (l-exp(-KRx»/(KRx)
(24)

Now if both sides of Eq. 23 are divided by the total runoff
vol ume, Q(x), then Eq. 23 becomes an equa t i on for the time
average sediment concentration as a function of distance. That
is,

CBAR (x) = 8/K + (KI - 8/K) F (x)
<:25)

is an equation for the time average sediment concentration during
a runoff event and at a particular x.

The limit of F(x) as x approaches zero is 1.0 so that in the
lim it

CBAR (0) = CO = KI
(26)

is an expression for the initial concentration as runoff begins.
Notice that CO = KI is a statement that the initial concentration
(at x = 0 and t = 0, and in fact, at t = 0 for all x) is equal to
the in terr ill de tachmen t rate.

The limit of F(x) as x approaches infinity is zero so that
in the lim i t

C8AR (co) = 8/K
(27)

is an expression for the time average sediment concentration for
infinite distances down the plane. Notice that Eq. 27 can be
interpreted as a limiting case where sediment concentration



appproaches the sediment concentration corresponding to transport
capacity in the rills.

Therefore, the quant i ty (KI -B/K) can be used as a measure
of how this upland model deals with detachment capacity,
transport capacity, and sediment load. If B/K is less than KI,
then interrill detachment rate is always in excess of rill
transport capacity. Under these conditions then 1) at any
particular time, sediment concentration will decrease with
distance down the plane and 2) at any particular distance,
sediment concentration will decrease with time during the period
of runoff. If B/K is exactly equal to KI, then sediment
concentration is constant with time and uniform with space during
runoff because interrill detachment rate is exactly equal to rill
transport capacity. If B/K is greater than KI, then rill
transport capacity is always in excess of interrill detachment
rate. Under these conditions then 1) At any particular time,
sediment concentration will increase with distance down the plane
and 2) At any particular distance, sediment concentration will
increase with time during runoff.

In the first case (B/K < KI) sediment yield will be 1 imited
by transport capacity in the rills. The second case (B/K = KI)
is a steady-state and uniform case and is highly unl iKely. In
the third case (B/K > KI) sediment yield will be 1 imited by
interrill detachment if net rill erosion is 1 imited or by rill
erosion rate is significant rill erosion occurs.

In terms of the USLE parameters, case 1 (B/K < KI) is 1 iKely
to occur on shallow slopes with erodible soils and little cover
protection (low LS, high K, and high C factors). Case 3 is
liKely to occur on steep slopes and some cover protection (high
LS, moderate to low K, and low to moderate C factors).

A very approximate, but useful, rule-of-thumb for field
observations is as follows. Case 1 (B/K < KI, tranport capacity
I imited) looK for: 1) Rills, if apparent, with trapezoidal
cross-sections and flat, sandy bottoms, and 2) Small stones or
other mulch elements suspended on columns suggesting they
provided protection from raindrop impact. Case 3 (B/K > KI,
detachment 1 imi ted) looK for: 1) Ri 11s wi th incised bottoms in a
V-shape, and 2) stair-stepped longnitudual slope in the rills
characterized by small headcuts or nicK points. Of course, the
observer should expect to see all of these conditions during
field inspections so interpretation will be a matter of sampl ing
method, sampl ing frequency, extent, and judgment.

The results summarized above are for simpl ifying assumptions
necessary to obtain analytical solutions to Eqs. 17-19. More
real istic assumptions on the infiltration process or more complex
geometries consisting of cascades of planes and channels require
numerical solution of the basic equations. Foster (1982, pp.
370-372) summarizes several important contributions in this area
of model ing and provides comments useful in selecting an
appropriate model for a particular appl ication.

Watershed Models

Watershed models used in computation of sediment yield from



watersheds vary in complexity depending primarily upon two
considerations. The first consideration is the level of detail
represented by the equations comprising the model and is a
meaSure of the conceptual and mathematical complexity. The
second consideration, for a particular model, is the size and
complexity of the prototype watershed represented by the model.
For the present discussion, models for overland flow with sheet
and rill erosion are classified as upland models. If channel
processes are included in the model representation then it is
termed a watershed model. Under these criteria the USLE is an
upland model while the CREAMS model (although a field scale as
opposed to basin scale model) is a watershed model because it
includes channel processes. However, the CREAMS model can only
deal directly with watersheds characterized by overland flow
contributing to a channel segment. Other models such as ANSWERS
can simulate sediment yield from watersheds with complex channel
networKs. Foster (1982) presents a useful summary of many
important models and Knisel (1980b) presents an overview of
erosion and sediment Yield models.

Selected models which incorporate a lumped or index approach
to estimation of sediment yield are summarized in Table 1. The
MUSLE (Will iams, 1975) approach uses USLE factors (averaged over
a watershed area) except that the R factor is replaced by a
function of runoff volume and peaK rate of runoff. This model is
relatively easy to use and has been appl ied on a large number of
watersheds. The PSIAC (1968) model was developed as an index or
classification method involving factors representing geology,
soils, cl imate, runoff, topography, ground cover, land use,
upland erosion, and channel erosion/sediment transport. These
factors are combined to produce a rating factor. Based upon the
rating, average annual sediment yield is estimated as being in
one of five intervals or ranges. Flaxman~s method is based upon
a regression equation involving average annual precipitation and
temperature, average watershed slope, and soil factors. The last
entry in Table 1 does not refer to a specific model but a
technique or methodology called the del ivery ratio approach. The
cited references provide basic information on bacKground and the
sp~cific form of the equations used to approximate a del ivery
ratio.

Selected models which incorporate a simulation approach to
estimate runoff and sediment yield from watersheds are summarized
in Table 2. The Negev (1967) model is based on an early and
successful hydrologic simulation model, the Stanford model,
(Crawford and Lindsley, 1962). As such, it represented a method
of driving erosion/sediment yield models using a hydrologic model
and directly incorporated runoff rates and amounts rather than
runoff indices. A comprehensive watershed model was developed at
Colorado State University and is called the CSU model in Table 2.
The model includes overland and open channel flow, bedload and
suspended sediment, and sediment routing by particle size
classes. Many of the parame ters can be est ima ted from prev i c.us
ana I yses and the number of parame ters requ i ring cali bra t i on t<\l ill
probably decrease in the future as the model receives wide use.
As for all basin scale models, the amount of parameter distortion
caused by lumping as watershed size increases is unKnown. The



Table 1. Summary of selected models as lumped, simpl ified, or
index procedures to estimate watershed erosion and sediment
yield.

HODEL

MUSLE

PSIAC

Flaxman

Del i very
Ratio

REFERENCE

Will iams (1975)

PSIAC (1968)

Fl axman (1972)

ASCE (1975)
ARS (1975)

COMMENTS

Modification of USLE
using runoff volume
and peak rate in
place of the R factor.
Sediment yield equation
for individual storms.

Classification method
involving 9 factors
(high, moderate, and
low) to estimate
annual sediment
yield in Pacific
Southwest.

Regression equation
for reservoir design
in the West. Average
annual sediment yield.

Basic references for
del ivery ratio approach
in estimating sediment
yield.



Table 2. Summary of selected models as simulation procedures to
estimate watershed erosion and sediment yield.

MODEL

Negev

CSU

ANSWERS

CREAMS

REFERENCE

Negev (1967)

Simons, et.al.(1975)
Simons and Li (1976)
Li (1979)

Beasley (1977)

Knisel (1980a)

COMMENTS

Example of a
distributed
erosion and
sediment yield
model coupled
with a hydrologic
model.

Erosion and sedi
ment yield in
overland flow and
open channel flow.
Kinematic cascade
model. Has been
app 1 i ed under a
variety of condi
t ions. Basi n
scale model for
individual events.

Incorporates some
USLE parameters
and is based on a
grid network to
distribute para
meters. Designed
as a basin scale
model for agri
cultural areas.

Erosion and
sediment yield
model for simple
watersheds (field
scale) • Est i 
mates are for an
entire storm event
wit h con tin uou s
hydrologic simu-
1at i on between
events. Uses some
USLE parameters.
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ANSWERS model was developed primarily for agricultural areas and
thus makes use of some USLE parameters. It is based on a grid
networK scheme to segment a watershed so it shares the strengths
(repeatabil ity, compatabil ity with remote sensing and map
specified parameters, etc.) and the wea~nesses (parameter
estimates often a function of grid size, grid intersections
overlap topographic features, etc.) of grid based procedures.
The CREAMS model simulates erosion and sediment yield for
individual storms but uses runoff volume and peaK discharge.
Thus, it does not account for dynamic variations within the
runoff hydrograph except in an appproximate sense. The CREAMS
model uses some USLE parameters and was designed to be used with
a minimum amount of cal ibration. The CREAMS model (1 iKe the USLE
and the CSU model) has received wide use and will probably
receive extensive use in the future.

F ina 11 y, a very usefu 1 i nven tory of curren tl y ava i 1abl e
hydrologi~ models is given by Renard, Rawls, and Fogel (1982).
They provide references, abstracts, and information on processes
simulated, geographic area, and land use for 75 hydrologic
models. Of these 75 models, 17 include erosion and sediment
yield components. Renard, Rawls, and Fogel (1982, p. 510, Table
2) 1 ist 10 references which also summarize and catalog hydrologic
models. Therefore, potential model users may benefit from the
ma teri a 1 presen ted by Renard, Rawl s, and Foge 1 (1982) in the i r
AppendiX A and Table 2.

EXAMPLE APPLICATIONS

This section deals with example appl ications for models used
to estimate erosion and sediment yield. Detailed examples for
the USLE are presented to illustrate typical appl ications. The
USLE is simple enough so details can be included in the examples.
Next, a series of example problems are presented and suggestions
are presented for models thought to be appropriate for each
problem. Of course, the more complex models are too detailed to
describe herein and they require computer facil ities. However,
i t_ is poss i bl e to suggest why and how they are (or are not)
appl icable to a certain problem.

Example Appl ications of the USLE

These examples are intended to illustrate some typical and
appropriate appl ications of the USLE. Refer to the USLE Handbook
for figures and tables cited.

Example 1. Bare Soil, Tilled

Given: A uniform hillslope in the Four Corners area
with: 1) Slope steepness of about lOX and length of 100 ft, 2) A
sandy clay soil and 45% clay, 5% silt, 20% very fine sand, and



30%. sand, and 3) cover treatment practices characterized as bare
soil tilled up and down slope.

Find: The average annual soil loss expected under
these conditions.

Solution: From Fig. 1 of the USLE Handbook estimate an
average annual R value of about 20. Given 25% silt and very fine
sand, assume 1% organic matter, a fine granular structure, and
slow permeabil ity. Enter Fig. 3 and estimate a K value of 0.15.
From Fig. 4 estimate the LS factor at about 1.4. As the slope is
tilled up and down slope similar to a unit plot, estimate the C
factor as 1.0. Finally, as no engineering practices are involved
use a value of 1.0 for P. We can now apply the USLE as follows

A = RKLSCP

which is

A = (20)(.15)(1.4)(1.0)(1.0) = 4.2 T/A/yr

as the estimated long-term average annual soil loss.

Example 2. Bare Soil, Undisturbed

Given: The conditions in Example 1, except assume no
tillage or other disturbances for several years and no vegetation
is allowed to gr.ow on the hillslope (chemical fallow).

Find: The average annual soil loss under these
conditions and the percent change in soil loss from Example 1.

Solution: The only USLE factor affected by the change
in management (tillage to chemical fallow) is the C factor.
Table 10 on page 32 of the Handbook 1 ists C factors for permanent
pasture, range, idle land, or grazed woodland. Bare soil means
no appreciable canopy and zero percent ground cover so enter row
1, column 4 of Table 10 to estimate the C factor as 0.45.
Because all other factors remained unchanged the average annual
soil loss under these conditions is 45% of the soil loss in
Example 1 or A = 1.9 T/A/yr. Therefore, by not disturbing the
soil the estimated average annual soil loss was reduced from
about 4 to about 2 T/A/yr.

Example 3. Grass Cover, Texas Panhandle

Given: The conditions in Example 1 except the -,
hillslope i~ in the upper Texas Panhandle and we are able to
establ ish and maintain a good grass cover (say 40% ground cover).



Find: The average annual soil loss.

Sol ut i on: From Fig.·· 1 in the Handbook the average
annual R values in the Texas Panhandle range from about 100 to
150. From Table 10 for 40X ground cover with grass and no
appreciable canopy the C factor is 0.10. Under these conditions
the USLE is

A = RKLSCP

which for the stated conditions becomes

A = (R) (.15) (1.4) (0.1) (1.0)

or A = 0.021 R. For the given range of 100 to 150 for R, this
means that the estimate for A varies from 2.1 to 3.15 T/A/yr.

Example 4. Gravel Mulch, Erosion Pavement

Given: A fifty foot hillslope at 12X steepness near
Memphis, TN. The soil is a sandy loam with lOX clay, 20X silt,
20X very fine sand, SOX sand, and about lX organic matter.-

Find: The average annual soil loss from undisturbed bare
soil and from bare soil covered with a gravel much at the rate of
about 70 tons per acre.

Solution: Gravel with an average diameter of 1 inch and
a specific gravity of 165 Ib/cu ft has the following particle
characteristics: volume = 0.000303 cu ft, weight = 0.05 Ib, and
cross-sectional area = 0.00545 sg ft. Seventy tons per acre is
equivalent to 3.21 lb/sq ft of gravel per sq ft of surface area
or about 35X coverage of the soil surface. The USLE factors for
the given condition~ ar,r R = 300, K = 0.29, LS = 1.3, and P =
1.0. From Table 10, the C factor for undisturbed bare soil is
0.45. If gravel mulch at 35X ground cover acts the same as
vegetative cover, interpolation between 20X and 40X ground cover
in the first row of Table 10 produces an estimate for C of about
0.12. Table 9 1 ists C factors for gravel mulch as 0.05 for 135
T/A and 0.02 for 240 T/A. Extrapolating these data back to a
value of 70 T/A on log-log paper produces an estimated C factor
of 0.17. Therefore, the estimate of C for 70 T./A of gravel mulch
is about 0.12 to 0.17. With the specified values the USLE
becc.mes

A = (300) (0.29) (1.3) (C) (1.0)

or A = 113 C. For C in the range 0.12 to 0.17 the estimated
average annual soil loss with gravel mulch is 13.6 to 19.2
T/A/yr. Undisturbed bare soil with C = 0.45 would produce an



estimate of about 51 T/A/yr. Thus, 70 T/A of gravel mulch would
probably reduce the average annual soil loss by about a factor of
three. If we assumed disturbed soil conditions then this rate of
gravel mulch might reduce the average annual soil loss by a
factor of about seven.

Example 1 illustrated how the USLE is used to calculate
average annual soil loss and how the USLE Handbook is used to
estimate R, K, LS, and P. Example 2 illustrated a way to
estimate the influence of management practices (tillage vs
undisturbed soil in this example) on the C factor. Example 3
illustrated the influence of vegetative cover upon the C factor
and Example 4 considered methods to estimate the C factor for a
specified rate of gravel mulch as an engineeering practice used
to control erosion.

The four USLE examples should provide an understanding of
how the USLE and the Handbook can be used to make estimates of
expected average annual soil loss rates and how the various
factors affect the magnitude of those estimates. Moreover, the
examples illustrate the general type of problems for which the
USLE provides a quick and easy method of deriving solutions.

Example Problems and More Complex Models

In this section, the emphasis is on problem classification
and how this classification is related to model selection. This
can be stated another way. If we analyze and classify a
particular problem, will this information be of use in selecting
the appropriate models to apply in reaching a solution?

Upland Erosion

Given the conditions in Example 1, which models might be
appropr i ate to answer the foll owi ng quest ions. 1. Is soi 1 loss,
on the average, 1 ikely to be 1 imited by detachment processes or
transport processes? 2. What is a reasonable range (in % by
weight) in expected ~ediment concentration during a "typical"
runoff event? 3. What is the particle size distribution one
might expect for eroded sediment in the runoff? 4. What would be
the influence on sediment yield if the slope were concave or
convex? 5. To meet prespecified design criteria, how would one
estimate the volume of runoff and total sediment yield for a 25
year storm?

These questions and the suggested models are summarized in
Table 3. Other models could be equally appl icable, but of those
discussed, the ones 1 isted in Table 3 are thought to be most
appropriate. For example, Question 4, influence of slope shape,
is par t i cu 1ar 1y su i ted to the CREAMS mode 1 because it l-\Ias
intentionally designed to address this problem. The MUSLE model
may be particularly appropriate for Question 5 deal ing with
sediment yield for a 25-yr storm b~cause it can use runoff peaK
rate and volume estimates from any source including measured
values or estimates from an independent flood frequency analysis.
If these runoff estimates are available, MUSLE can be appl ied



Table 3. Example problems and suggested models for each problem
related to Example 1.

QUESTION

1. Detachment or
transport 1 imit
ing

2. Range in
expected
concentration

3. Particle size
distribution

4. Slope shape

5. Yields for
25-yr storm

SUGGESTED MODELS

1. Kinematic wave,
erosion model

1.CREAMS
2.MUSLE

1.CREAMS
2.CSU

1.CREAMS

1.CREAMS
2.MUSLE and

runoff model

COMMENTS

Eqs. 17-27, and
relation of KI to
8/K used to esti
rna te 1 imit i ng
factors. Choose
a representative
storm or storms.

Can be used to
compute runoff
and sediment
yield and thus
concentration.

Calculations made
by particle size
classes and default
values available.

Designed for this
type of analysis.

CREAMS designed to
compute runoff and
sediment yield.
MUSLE needs runoff
estimates.



di~ectly and simply as illustrated by the previous examples.

Sediment Yield from Larger Watersheds

Suppose estimates of total sediment yield are needed for a
complex (say on the order of 10 to 100 sq km drainage area)
watershed. If average annual estimates were of interest then the
USLE could be appl ied to several typical subareas to estimate a
watershed-wide estimate of gross erosion and this estimate would
be multipl ied by a del ivery ratio to estimate sediment yield.
This would provide a first estimate of average annual sediment
yield. As an alternative approach, a time series of runoff
volume and peak rates (sufficiently long to estimate average
annual values) could be used with the MUSLE to generate a time
series of sediment yield estimates. Under conditions as
encountered in the western United States, the PSIAC or Flaxman
methods might be used to make estimates independent of the USLE
structure and methodology.

If individual storm estimates were required then MUSLE could
be used with concurrent runoff estimates. The obvious
alternative would be to use a complex simulation model such as
the CSU or ANSWERS model. However in any case it may be useful
to apply the USLE-del ivery ratio, or MUSLE, or one of the
regression or index methods to make a prel iminary estimate. This
prel iminary estimate could be used as a reference point or rough
order of approximation to compare with comparable estimates from
the more complex simulation models. Finally, other procedures
are available from the USDA Soil Conservation Service and the US
Army Corps of Engineers. In many cases these procedures may be
most appropriate for a large number of problems. Therefore,
potential model users are urged to consult the material presented
by Renard, Rawls, and Fogel (1982) to begin the model selection
processes on a broader basis than outl ined herein.

SUMMARY

The purpose of this short paper is to provide a background
on erosion and sedimentation processes on watersheds, to outl ine
methods used to compute watershed erosion and sediment Yield, to
p~ovide a starting point for selection of appropriate models for
a specific problem, and to consider some future developments.

Watershed processes are discussed in terms of processes
occurring on upland areas, in small stream channels, and over
entire watersheds. Basic relationships between sediment
detachment, transport, and deposition are discussed in terms of
upland areas and related to parameter estimation techniques.
Processes in interrill areas, rills, and small stream channels
are described and discussed through functional relationships.

The Univeral Soil Loss Equation is described briefly and
then its individual factors are described in detai I.
Modifications to the USLE are discussed briefly and then a
Kinematic overland flow-erosion model is used to describe erosion
dynamics on upland areas and to interpret the erosion processes.
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Nex t, more comp 1ex mode 1s .. ar;-e . discussed and bas i c reference
material is presented whi~h~describes simulation models for
runoff, erosion, and sediment yield from complex watersheds.

Example appl ications are used to illustrate appl ication of
the USLE to a range of problems and a number of other problems
are used to illustrate how a potential model user might go about
selecting the appropriate model or models for a solution to a
specific problem. Significant advances in understanding and
model ing erosion and sediment yield have been made in the past
few decades. Similar advances are now being made and will
probably be made in the future. Unfortunately, the present
state-of-the-art in hydrology is such that reI iable predictions
for runoff and sediment yield from watersheds cannot be made
without some use of observed data for model cal ibration and
without the appl ication of jUdgment and experience. Even if this
rather pessimistic assessment remains true, available models
<e.g. Tables 1 and 2) can be used to gain a great deal of insight
into relative rates of erosion (Examples 1-4), processes
controll ing sediment yield (Fig. 1), and problem specific
criteria useful in selecting appropriate models (Table 3).

FUTURE DIRECTIONS IN RESEARCH AND TECHNOLOGY

Throughout the previous sections, specific comments were
made as to the like I i hood of con t i nued use of a mode lin the
future. This section expands on these comments in a brief
fashion. .Nex t, a br iefd i scuss i on of ex i st i ng expert systems in
chemistry, medicine, and geology is related to development of
similar systems in hydrology. Then a relatively new concept or
methodology of expert system development and util ization is
discussed.

For our purposes here, forecast means to estimate or
calculate in advance based on experience and an assessment of
present conditions. In the present context, the intent is to
forecast the future use of currently available models, and then
to forecast development of new models and techniques.

Of course, pred i c t ions for the flJ ture or forecasts are based
on experience and the I imited imaginations of the forecasters.
These factors limit the scope of the forecasts. Because of these
1 imitations, predictions for the future are sometimes useless or
even deceptive to the extent they involve wishful thinKing or
attempts to actually influence future developments in some way.
Nonetheless, forecasts can be useful as an aid to planning and in
preparation for events which may be I iKely in the future.

Continued Appl ication of Existing Models

As suggested earl ier, some class of problems will continue
to be solved by appl ication of the USLE. There is a need for
simple easy-to-use models with sufficiently simple structure and
documented parameter values. Moreover, for a specific
appl ication if the same results are obtained by several
individuals, then the procedure has the advantage of



I'" l? pea t ab i 1 i t y .
I.f capable and dedicated individuals, assisted by

institutions committed to support the models and the individuals,
assist in prolonged model development and technology transfer,
then their models are 1 ikely to become widely accepted. This was
the case for the USLE, the Stanford model, the CSU model, the
CREAMS model, and others such as the procedures and models
maintained by agencies such as the Corps of Engineers and the
Soil Conservation Service. Therefore, it seems likely that most
of the models identified here (especially those shown in Tables 1
and 2) will continue to be used in the near future.

Development of New Models

No model or group of models will ever be appropriate for all
problems. Thus, it would seem reasonable to assume the continued
modification of existing models and the development of new ones.
A reasonable assumption might be the development of coupled
partial differential equations for runoff and erosion (similar to
Eqs. 17-27) to derive simple sediment yield equations similar to
Eq. 23. Developments such as this, coupled with extensive field
research programs may produce somewhat more fundamentally based
erosion/sediment yield equations comparable to the USLE in
practical appl ications.

Improved models for simple watersheds may be developed based
upon the CREAMS model structure (coupled hydrologic models and
erosion/sediment yield models). These efforts may result in
improved models which better represent the strong interactions
between runoff and erosion and which more directly account for
dynamic processes and feedback. For example, improved runoff
models which more accurately account for spatial variabl il ity in
infiltration may produce better estimates of spatial
variabil il ity in erosion, sediment transport, and deposition.
The lack of suitable methods to accurately predict infiltration,
and thus runof~, constitute a major 1 imitation in the devlopment
of improved erosion/sediment yield models. If current efforts of
improve infiltration models are successful, then improvements in
erosion/sediment yield models will quickly follow.

A second major 1 imitation is the lack of suitable methods of
lumping topographic elements (and thus parameter estimates for
the topographic elements) to represent large and complex
watersheds in mathematical models. For example, how large an
area can be represented as an upland area dominated by interrill
and rill erosion? At what point is it necessary to include
channel processes? Given that we know the answer to these
questions, we then need to know how parameter values are affected
as the size of the upland area increases. Another related
example is in I"'epl"'esenting the stream channel network in a
watershed model. How much of the detailed channel network in the
prototype watershed (and remembel'" the number of channel segments
is dependent upon the map scale selected to represent the
prototype watershed) should be represented in the mathematical
model? If the channel network is truncated in the model so that
some of the smaller channels are ignored, then how does this



affect the model performanc~,and par-ameter estimates? At each
stage in representing watershed topography or geometry there are
various degrees of smoothing detail and spatial lumping. At
present, there are no suitable methods of accompl ishing this
lumping or predicting its influence on parameter distortions or
model performance. If progress is made in this general area of
lumping-parameter distortion-model performance, then improvements
in watershed runoff, erosion, and sediment yield models will
directly follow. Additional details on necessary research to
advance our abil ity to understand and model many of these
processes are given in a recent state-of-the-art report (ASCE,
1982).

Unanticipated advances in theory, methodology, or
experimental techniques may result in significant improvements in
the future. Because these advances are unanticipated, further
elaboration is not possible.

Appl ications of Expert Systems

In this section the concept of an expert system is
introduced and a relatively new concept of embedding a
mathematical model within an expert system is proposed as a
method synthesizing the power of expert systems with computer
simulation models.

Definition and Significance of Expert Systems

An expert sytem is a real ization of a method to combine the
experience and jUdgment of scientists, engineers, or other
special ists with the storage abil ity and computational efficiency
of a digital computer to obtain a solution, partial solution, or
method of obtaining a solution to a particular problem.

A better definition of an expert system is given in the
first chapter of a recent book on expert systems (see Bramer,
1982, p. 3) as follows. "An important development, arising
largely from Artificial Intell igence research, which has
crystall ized in the past few years is the idea of an expert
system. An expert system has been defined as a computing system
which embodies organized knowledge concerning some specific area
of human expertise, sufficient to perform as a skilful and
cost-effective consultant."

The significance of expert systems should be obvious, in
that if successful, they should provide a means of obtaining
expert opinion based on education, experience, and abil ity
without the necessity of obtaining the experts. Of course, the
systems will not approach perfection in the foreseeable future
(that means they will not be as good as the actual experts)
because in the foreseeable future the human brain will remain
superior to any program. Perhaps a better summary of the
significance of expert systems is given in the Preface of the
previolJsly cited book (l"lichie, 1982, p. xi i) as follows. "I do
not bel ieve that there is a more important theme for
computer-based industry today than the new craft of knowledge



eng i neer- i ng, nor- one lA/hose r-am if i ca t ions r-each far- ther- into all
cor-ner-s of intellectual ,so.c i a 1 and economic life • If one sees,
as I do, the computer--based exper-t system as a common model for
Knowledge-driven transactions of all Kinds, from advising a
commercial cl ient to planning the economy, from training a
student to instructing an industrial robot, then it should be
plain to all that whichever community can first master the new
technology can expect to obtain a decisive advantage. u

Examples of Expert Systems

Three existing expel't systems can serve as useful examples
in descl'ibing such systems in pl'epal'ation for consideration of
systems development for computing erosion and sediment yields.
Bramel' (1982, Table 1, pp. 8-11) lists 35 ~xpert systems and
classifies them according to area of appl ication while providing
I'eferences and bl'ief descl'iptions of each system. Three of these
systems are briefly descl'ibed in Table 4.

The DENDRAL system was .the first major system developed at
Stanford almost twenty years ago. The pl'ogram was designed to be
used by ol'ganic chemists to help in the identification of organic
compounds by interpretation of mass spectrogl'ams. The fil'st step
is to interpret the spectl'ograms to suggest which chemical
substructures are or al'e not I iKely to be pl'esent. Next a list
of chemical structures which could produce the observed
spectrogram is prepared. Spectrograms for each I iKely structure
are then computed and compared with the observed spectl'ogram to
select those which best fit the observations. The I'esult is a
I ist of most I iKely candidates as the sample compound. According
to Bl'amel', DENDRAL is the best Known and most successful of all
expert systems.

The MYCIN system was developed to aid in diagnosis and
recommend drug tl'eatment for infectious diseases. Significant
chal'acter-istics of this exper-t system al'e that it is designed fol'
inter-active use and it has the abil ity to explain how a
conclusion and I'ecommendation was I'eached. That is, it can
I'etl'ace and display the steps taKen to r-each a decision. A
subject-independent EMYCIN system was developed fl'om MYCIN and
has been used to cl'eate other- exper-t systems in medicine and
engineer-ing.

The PROSPECTOR expel't system was developed to aid in
evaluating a site or region for mineral deposts. Output from the
progl'am includes pl'obabil ity statements as to the occurrence of a
mineral deposit at the site. This system is also intel'active and
can trace 01' explain how a particular pl'obabil ity (a decision in
this case) was reached. The PROSPECTOR system would appear to
have significant potential for appl ications in mineral
exploration. It also may continue to sel've as a prototype system
in the future.

Expert Systems for Runoff, Erosion, and Sediment Yield

Fl'om the examples shown in Table 4 and the previous
'discussions as to the need for experience and judgment Ci .e.



Table 4. Selected e~amples of expert systems as summarized by
Bramer (1982) in a review of expert systems research.

System

DENDRAL
(chemistry)

MYCIN
(medicine)

PROSPECTOR
(geology)

Re?erences Comments

Feigenbaum, et.al. (1971) An early system
(developed at
Stanford) to
i den t i fy organ-
ic compounds
using data from
mass spectrograms.

Shortl iffe (1976) Developed to
diagnose and
recommend ap
propriate drug
treatment for
infectious
diseases (blood
diseases and
meningitis).
Designed for
interactive use.
Includes pro
cedures to -ex
plain B how a
recommenda t ion
was reached.

Duda, et.al. (1979) Developed at SRI
International to
aid in evaluating
a site or region
-for mineral de
posits. Designed
for interactive
use. Also in
cludes explana
tion features.



experts) in applying and interpreting models for runoff, erosion,
and sediment yield, it appears that there mayb~ potential for
expert sYstems appl ications in these areas. For example, even a
model as simple as the USLE requires the appl ication of judgment
in selecting appropriate C factors.

A USLE based expert sYstem much 1 iKe those shown in Table 4
would appear to be possible and should be of benefit for a wide
class of users. Such a system could conduct an interactive
dialogue with the user to first ascertain if the USLE is
appropriate for the problem. Once this was established, then
information could be obtained to evaluate the factors including
appl ication of expert Knowledge in estimation of the C factor.
Next, the USLE soil loss estimates could be subject to expert
interpretation with respect to the broader aspects of the user/s
problem (e.g. ranKing conservation measures, selecting support
practices to meet specified soil loss tolerances, etc.) This
proposed appl ication provides a hint of the new appl ication or
modification of expert systems proposed herein.

Essential aspects of the USLE based expert system proposed
above can be placed in five categories as follows: 1) Interactive
dialogue with user to reach a decision on problem
characteristics-model appl icabil ity (in this case, is the model
appropriate for the user/s problem or can the problem be
reformulated so it does match the USLE while meeting the user/s
needs). 2) Interactive dialogue with the user to select
parameter values and input data. 3) Model implementation which
in this example would be to use the USLE to compute average
annual soil loss. 4) Interactive dialogue with the user to
interpret the model output. 5) Interactive dialogue with the user
to util ize the model output in reaching a solution to the problem
(in the USLE example, this could mean selection of an approp~iate

mix of management and cropping practi~es to meet a specified
tolerance value for average annual soil loss).

In the first category, the system could recommend
alternative models or procedures if the USLE is not appropriate
for the problem. In the second category, the system could inform
the user of data gaps, the loss of accuracy if default values
were used, or specify what additional measurements or
observations are required and how to obtain them. In the third
category, model implementation, user interaction might be
optional as the explanation options for MYCIN and PROSPECTOR.
The fourth category, interpretation of model output, is a
challenging area for research and development in that for complex
simulation models (e.g. CREAMS) interpretation of simulation
results may be difficult. Category 5, appl ication of the model
output to the user/s problem, again requires interactive dialogue
and appl ication of expert judgment and opinion.

The major difference between traditional expert systems
such as those summarized in Table 4 and the expert systems
proposed here is that rather than building in a fixed number of
rules or conditions, a simulation model is embedded within the
expert system. The fixed conditions or rules are used to provide
input data and parameter values for the model and then to
interpret the simulation results or model output. With this type
of system, the number of conditions or rules remains fixed at a



relatively small number but there are an infinite number of
possible simulations. The addition of simulation capabil ity
(including sensitivity analysis and predictive capabil ity) to an
expert syst.em would enhance the system~s abil ity to examine a
problem using a "What if?" approach.
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2.1 INTRODUCTION

This chapter presents an overview of wave propagation phenomena in
open channel flow. The study of wave propagation is regarded as an
effective way of introducing several important concepts of unsteady open
channel flow. A theoretical treatment provides the proper framework for
the detailed analysis of the various types of open channel flow wav~s,

i.e., kinematic, diffusive, dynamic and inertial waves. The emphasis
throughout this chapter is on developing the proper background for a
more effective use of the numerical methods to be treated in the follow
ing chapters.

2.2 SHALLOW WAVE PROPAGATION IN OPEN CHANNEL FLOW

One of the most interesting and important phenomena in unsteady
open channel flow is that of the propagation of shallow waves. Shallow
waves are those for which the water depth is small in comparison with
the wavelength. Deep waves, on the other hand, are those for which the
water depth is much larger than the wavelength. Shallow waves are
commonly present in river and canal flow, in which the wave can "feel"
the presence of the channel bottom. Deep waves belong more to the realm
of the ocean environment. The remainder of this chapter will deal with
only the propagation of shallow waves in open channel flow.

Method of Analysis. The propagation of shallow water waves can be
studied by using the Saint Venant equations. These equations are ex
pressions of the conservation principles of fluid mechanics, and can be
used to describe the unsteady movement of water in open channels. From
the mathematical standpoint, they constitute a set of two quasilinear
first order partial differential equations for which no complete
analytical solution is available to date. However, a particular
solution can be obtained by a judicious use of the tools of linear
analysis. Such a solution can provide an effective way of assessing the
overall characteristics of the motion.

Ponce and Simons [1] have developed a theory of wave propagation
based on linear analysis. They took the Saint Venant equations, applied
a perturbation technique leading to a linearized form of the equations,
and forced a solution in sinusoidal form. This procedure enabled the
calculation of the celerity and attenuation characteristics of various
types of shallow water waves, while throwing additional light onto the
wave mechanics itself. The main conclusions of the Ponce and Simons
theory are outlined in the following sections. For a more detailed
treatment, reference is made to the original publication [1].

Classification of Shallow Water Waves. Shallow water waves in open
channel flow are commonly classified according to the relative magnitude
of the various forces responsible for the motion. These forces are of
three types: body, surface and inertia forces.

In open channel flow, the body force is the component of gravity
resolved along the direction of motion. The surface forces can be
either normal (pressure) or tangential (stresses). The normal force is
the pressure gradient along the direction of motion. The tangential
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forces are the bottom stresses and the water surface stresses. The
bottom stresses are caused by friction, while the water surface stresses
are normally attributed to wind. The latter are usually neglected in
open channel flow calculations. The inertia forces are of two types:
1) convective inertia, and 2) local inertia.

The equation of motion for a unit-width channel with· no lateral
inflow is:

(2-1)

in which u = mean velocity; d = flow depth; g = acceleration of
gravity; Sf = friction slope; So =bottom slope; t =time variable;

and x = space variable. In Equation 2-1, the term (l/g) (ou/ot) re
presents the local inertia force; the term (u/g) (au/ox) represents the
convective inertia force; (od/ax) represents the pressure gradient
force;' Sf represents the friction force along the channel bottom; and

S represents the gravity force.o

A dynamic wave is defined as that wave in which all forces (local
inertia , convective inertia, pressure gradient, friction and gravity)
interact freely with no one particular force predominating over the
others. As such, it is the most general type of shallow water wave, an
asset to be certainly recognized. However, its solution is quite elab
orate since it takes into consideration the complete equation of motion
together with the equation of water continuity.

Strictly speaking, a kinematic wave is defined as that wave in
which the inertia terms (both local and convective) are neglected on the
grounds of being very small in comparison with the remaining terms.
There are two types of kinematic waves: 1) a nondiffusive-kinematic
wave, for short, kinematic wave, which neglects not only the inertia
terms but also the pressure gradient term; and 2) a diffusive-kinematic
wave, for short, diffusive wave, which neglects only the inertia terms.

The reasons for the use of kinematic and diffusive waves are
twofold: (1) ease of solution, and -(2) applicability . Without the ne
glected terms, the equations of open channel flow are considerably
simplified and more amenable to mathematical treatment. Furthermore,
there is a large number of practical cases in which the neglect of terms
is indeed justified. Therefore, the proper use of these simplified wave
models hinges on their applicability to a particular problem situation.

An inertial wave is defined as that wave in which the friction and
gravity components of the motion are either zero or negligible. There
fore, such a wave is governed strictly by the inertia and pressure
gradient forces. Inertial waves arise in connection with unsteady open
channel flow phenomena involving sudden changes in mean velocity and
flow depth.

A summary of the classification of shallow water waves treated here
is given in Table 2-1.
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TABLE 2-1

CLASSIFICATION OF SHALLOW WATER WAVES

Forces and Terms

Inertia Surface Body

I Pressure Friction Bottom

i Local Convective Gradient Slope Slope

Wave I 1 au u au ad
Sf -S

i gat g ax ax 0

.J
I

Kinematic .J 1
:

Diffusive .J .J .J

Inertial I .J .J .J !

Dynamic .J .J .J .J .J
I

2.3 KINEMATIC WAVES

This section discusses the nondiffusive-kinematic wave, commonly
referred to simply as kinematic wave. The following section will cover
the diffusive-kinematic wave, referred to as diffusive wave.

The kinematic wave model assumes that the inertia and pressure
gradient terms in the equation of motion are negligible compared to the
friction and gravity terms. Without the inertia and pressure gradient
terms, Eq. 2-1 reduces to:

S =Sf 0
(2-2)

This equation could be construed as a statement of uniform flow.
Therefore, the kinematic wave is something erroneously associated with
the uniform flow condition. The wavelike features of the kinematic
wave, however, are preserved through the equation of water continuity,
which does contain information on the nonuniformity and unsteadiness of
the flow.

The behavior of the kinematic wave model is described by the
kinematic wave equation. This equation is derived from Eq. 2-2 and the
equation of water continuity. The equation of water continuity, ex
pressed in terms of flow area A and water discharge Q, and neglect
ing lateral inflow, is

(2-3)
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Equation 2-2 can be expressed as a uniform flow resistance formula,
for which there is a choice of either Manning's or Chezy's:

or

Q =1.486 AR2/3 S 112
n f

Q =CA(R S )1/2
f

(2-4)

(2-5)

in which R = hydraulic radius; n = Manning's coefficient; and C =
Chezy's coefficient. By definition, R = AlP , in which P is the
wetted perimeter. In general, the wetted perimeter is a function of the
flow area, and the P-A relationship describes the shape of the cross
section. Once this relationship is known at a given cross section, Eqs.
2-4 and 2-5 describe a unique Q-A relationship, since nand Care
taken as constants, and Sf = S = constant. Thus, the discharge-area
relation reduces to: 0

. Q = (X A~ (2-6)

in which (X = a coefficient containing information on the resistance
factor, the bottom slope and the shape of the cross section; and ~ =an
exponent containing information on the type of resistance formula
(Manning or Chezy) and the shape of the cross section.

The kinematic Wave equation is derived by multiplying Eq. 2-3 by
8Q/8A, leading to:

(2-7)

The term in parenthesis in Eq. 2-7 is the kinematic wave velocity
(also referred to as the Kleitz-Seddon celerity), obtained from Eq. 2-6
as

from which

8Q _ dQ
8A - dA

=(X~A~-l (2-8)

8Q =R 9. =RU8A t' At"

u being the mean flow velocity.

(2-9)

Equation 2-7 is a quasilinear first order partial differential
equation. It is quasilinear because the kinematic wave celerity is a
function of the mean flow velocity, which increases with discharge.
Since it is a first order equation, it Can only describe convection
(wave travel) and not diffusion (wave attenuation). Its quas:f,linear
property enables the deformation (wave skewness) of the hydrograph,
manifested as a steepening rising limb and flattening receding limb as
the wave moves downstream. If left uncontrolled, the wave steepening
will eventually develop into the so-called "kinematic shock", which
resembles a dynamic shock but in the absence of inertia.
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In summary, the neglect of the inertia and pressure gradient terms
of the equation of motion leads to the kinematic wave equation. This
equation provides for convection (wave travel) and deformation (wave
skewness), but does not take into account diffusion (wave attenuation).
The diffusive property is lost as part of the neglected terms.

2.4 DIFFUSIVE WAVES

This section covers the diffusive-kinematic wave, commonly referred
to as diffusive wave.

The diffusive wave model assumes that the inertia (local and
convective) terms of the equation of motion are negligible as compared
to the pressure gradient, friction and gravity terms. Wi thout the
inertia terms, Eq. 2-1 reduces to:

(2-10)

The behavior of the diffusive wave model is described by the
diffusive wave equation. For the sake of simplicity, this equation is
derived herein assuming a wide channel governed by Chezy friction. The
equation of water continuity is recast as:

(2-11)

in which B =channel width. Equation 2-10 is substituted into Eq. 2-5,
leading to:

Q =CA[R(S _ od)]1/2
o ox (2-12)

Taking into consideration the wide channel assumption, Eq. 2-12
reduces to

Q =CBd3/ 2 (S
o

_ od)1/2
ox (2-13)

Differentiating Eq. 2-13 with respect to x, and substituting
into Eq. 2-11, leads to

oQ/ox

(2-14)

in which ck = 1.5 u is the kinematic wave celerity corresponding to a

wide channel with Chezy friction; and IJ = ud/2Sf is the diffusion

coefficient (or also, hydraulic diffusivity). Note that unlike Eq. 2-7,
Eq. 2-14 contains both a convection and a diffusion term. Diffusive
wave equations with discharge or flow area as the dependent variable
can also be derived, albeit under some additional assumptions.
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The diffusive wave equation is a quasilinear second order partial
differential equation. As such t it can account for the convection, dif
fusion and deformation of the hydrograph. Unlike the kinematic wave,
the deformation (steepening of the rising limb) cannot proceed
uncontrolled, since the diffusive character of the wave would. tend to
counteract the steepening tendency. Therefore, the "kinematic shock"
phenomenon which often plagues kinematic wave computations is tota.lly
absent in computations using the diffusive wave.

In summary t the neglect of the inertia terms in the equation of
motion leads to the diffusive wave equation. This equation provides for
convection t diffusion and deformation of the hydrograph. The diffusive
features of the wave can be linked to the presence of the pressure
gradient term.

2.5 INERTIAL WAVES

The inertial wave model assumes that the friction and gravity terms
are negligible as compared with the inertia and pressure gradient terms.
Without the friction and gravity terms, Eq. 2-1 reduces to

(2-15)

The water continuity equation, expressed in terms of velocity and
flow depth t and neglecting lateral inflow t is:

(2-16)

Equations 2-15 and 2-16 constitute a set of two quasilinear first
order partial differential equations describing the inertial wave model.
Their analytical solution is carried out by linearizing the dependent
variables u and d around reference values u and d. The linear-

o 0

ized equations are then used to solve for one dependent variable at a
timet leading to a second order partial differential equation describing
a wave with velocity c. defined by

1

c. =u ±.Jid,
1 0 0

(2-17)

Equation 2-17 is the inertial wave velocity (also referred to as
the Lagrangian celerity). It describes the speed of travel of free sur
face flow waves in the absence of gravity and friction. Notice that
the inertial wave has two solutions t unlike the kinematic and diffusive
waves which have only one solution (precisely because of their lack of
inertia). Depending on the value of the Froude number

F
o =

u
o

~o

(2-18)

the solutions can either travel one
(Fo < 1), or travel both downstream (Fo
solutions is a stationary (still) wave.
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The analytical solution of the one dimensional wave equation
describing the inertial wave model does not lead to wave diffusion.
Therefore, the inertial wave model cannot account for wave attenuation.

In summary, the neglect of the gravity and friction terms in the
equation of motion leads to the inertial wave equation. This equation
provides for convection (wave travel) at the well-known inertial wave
velocity. It· does not take into account diffusion, which is lost' as
part of the neglected terms.

2.6 DYNAMI C WAVES

A dynamic wave is defined as that wave in which all forces
(inertia, surface and body) interact freely with no one particular force
predominating over the others. Its solution is based on the complete
equation of motion, Eq. 2-1, and the equation of water continuity, Eq.
2-16. These equations constitute a set of two quasilinear first order
partial differential equations for which no complete analytical solution
is available to date. However, a particular solution derived by using
the tools of linear analyis can provide a wealth of information on .the
characteristics of the dynamic wave.

Following Ponce and Simons [1], Eqs. 2-1 and 2-6 are linearized
around reference values. A sinusoidal solution is forced on the linear
ized system of equations, leading to a homogeneous system of linear
algebraic equations. The nontrivial condition for the determinant of
the coefficient matrix enables the determination of the celerity and
attenuation characteristics of the dynamic wave.

The celerity and attenuation of the dynamic wave are shown to be
functions of the reference flow Froude number Fo and a dimensionless
wave number a defined as

(2-19)

in which L =d /S =the length of channel necessary for the referenceo 0 0

flow to drop a head equal to its depth. Notice that a contains in
formation on the size of the wave phenomena, the bottom slope and the
channel friction.

There are three well-defined bands in the spectrum of dimensionless
wave numbers (0 < a < ~): 1) a kinematic band, corresponding to the
smaller wave numbers, in which the wave celerity is essentially the
kinematic wave celerity; 2) an inertial band, corresponding to the
larger wave numbers, in which the wave celerity is essentially the
inertial wave celerity; and 3) a dynamic band, corresponding to wave
numbers in the intermediate range, in which the wave celerity lies in
between the kinematic and inertial wave celerity values. Such a trend
is depicted in Fig. 2-1, which shows the dimensionless wave number a in
the abscissas, and the dimensionless relative celerity c defined asr
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cr =u

o
(2-20)

in the ordinates. ligure 2-1 shows that for small values of O', the
relative celerity c r approaches asymptotically the relative kinematic

wave celerity value (0.5 for the case of wide channels -with Chezy
friction). For large values of & ,. the relative celerity c -ap-

r
proaches asymptotically the relative inertial wave celerity value
(IfF ). For intermediate values of & , the relative dynamic waveo
celerity is between 0.5 and IfF •

o

The attenuation characteristics for the spectrum of dimensionless
wave numbers is portrayed in Fig. 2-2. The ordinate is a decay param
eter 0 referred to as logarithmic decrement, defined in

(2-21)

•

in which aO = initial wave amplitude, a1 =wave amplitude after one

period of propagation. This figure depicts the variation of the loga
rithmic decrement of the primary wave (that traveling always in the same
direction as the main flow) as a function of O', and for F < 2. The
decay rate is a minimum at both extremes of the & spectr<fun; & ~ 0
corresponds to the kinematic wave case; & ~ co corresponds to the
inertial wave case. In the intermediate & range, the decay rate is
very high, indicating that the primary dynamic wave has markedly strong
dissipative tendencies. For a more detailed discussion on the
characteristics of the dynamic wave, reference is made to Ponce and
Simons [1].

In summary, the dynamic wave takes into account all forces present
in open channel flow: inertia, pressure and body. The dynamic wave
model can account for convection, diffusion and deformation. The
celerity and attenuation are functions of the reference flow Froude
number and a dimensionless wave number characteristic of the unsteady
component of the motion and the channel properties. The dynamic wave
celerity lies between the kinematic and inertial wave celerity values.
The attenuation of the dynamic wave is markedly strong, with a maximum
around the midrange values of the dimensionless wave number.

2.7 SUMMARY

The characteristics of various types of shallow water waves are
described in this chapter. These waves are: kinematic, diffusive,
inertial and dynamic.

Kinematic waves are used to describe wave phenomena under the
exclusive action of friction and gravity. They have the property of
convection and deformation, but cannot account for wave diffusion. The
convection speed is the kinematic wave velocity, defined as ck = ~u .
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Diffusive waves, as their name indicates, can account for
convection, diffusion and deformation. The convection speed is very
close to that of kinematic waves. The diffusive behavior is due to the
added contribution of the pressure gradient term.

Inertial waves are used to describe open channel flow waves under
the sole action of inertia and pressure forces. The inertial wave model
can account for convection, but does not include diffusion. The
convection speed is the inertial wave velocity, defined as
c. =u ± M .

1 0 0

Dynamic waves are the most general type of open channel flow wave.
They account for wave convection, diffusion and deformation. The con
vection speed of the dynamic wave lies in between the kinematic and
inertial wave velocities. The attenuation rate is markedly strong
compared to that of the other waves treated here.

The foregoing treatment of open channel flow waves is aimed at
developing the proper theoretical background for a more effective use of
the material to be covered in the following chapters.

APPENDIX I. - REFERENCES

1 Ponce, V. M., and Simons, D. B., "Shallow Wave Propagation in Open
Channel Flow, " Journal of the Hydraulics Division, ASCE, Vol. 103,
HY12, Proc. Paper 13392, Dec., 1977, pp. 1461-1476.

APPENDIX II. - NOTATION

The following symbols are used in this chapter:

A =flow area;

a =wave amplitude;

B =channel width;

C =Chezy coefficient;

c =wave celerity;

c. = inertial wave celerity, Eq. 2-17;
1

ck =kinematic wave celerity, Eq. 2-9;

c = dimensionless relative wave celerity, Eq. 2-20;
r

d = flow depth;

F =reference flow Froude number, Eq. 2-18;
o

g =acceleration of gravity;

L =wavelength;
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3.1 INTRODUCTION

As man continues to build on the flood plain, an increased
understanding of the nature of floods remains an ever present challenge.
For hydraulic engineers, an assessment of the characteristics of flood
waves is the logical starting point at the planning and design stages of
flood control works. This chapter presents an overview of flood
propagation phenomena in open channels. First, some fundamental
concepts on the nature of floods are introduced. This leads naturally
into flood routing and a classification of flood routing methods. The
remainder of the chapter describes briefly some of the most important
methods, emphasizing their major features and giving a rationale for
their use. The objective of this chapter is to develop a solid founda
tion on which to base the more detailed studies to follow.

3.2 NATURE OF FLOOD WAVES

It is perhaps an oddity that the nature of flood waves is most
readily grasped by looking at the system rather than at the flood wave
itself. The system could be either a channel, a reservoir (or lake),
or a channel-reservoir combination. This distinction is of fundamental
importance, as will be shown here. The channel case is usually
associated with the existence of a finite (nonzero) water surface slope.
The reservoir case is normally taken to imply a zero water surface
slope.

Flood waves travel downstream in a channel or reservoir and, in
general, are subject to attenuation. The rate of travel (flood wave
velocity) and the rate of attenuation depend on the system in which the
flood wave is moving.

Flood Waves in Stream Channels. Flood waves in stream channels
travel at an average velocity closely corresponding to that given by the
Kleitz-Seddon law:

c =dQ
dA

=1 dQ
B dy

x x
o 0

(3-1)

•

in which c = flood wave velocity; Q = discharge; A = flow area; B =
channel width; and y = stage. They attenuate at a rate which is a
function of the magnitude of the various forces involved in the motion.
Kinematic waves do not attenuate, diffusive waves attenuate at a small
to moderate rate, and dynamic waves are subject to very strong
attenuation. Strictly speaking, Eg. 3-1 is valid only for flood waves
which do not attenuate, Le., kinematic waves. However, it can also
be used as an approximation for flood waves subject to moderate attenua
tion, i.e., diffusive waves. Figure 3-1 depicts the typical behavior
of flood waves in stream channels.

Flood Waves in Lakes and Reservoirs. Flood waves in lakes and
reservoirs travel at an infinite velocity, i.e., there is an
instantaneous response (outflow hydrograph) to the excitation (inflow
hydrograph). However, the system exerts a diffusing effect on the flood
wave, with the result that the peak of the outflow hydrograph is
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attenuated and delayed. A significant characteristic of flood routing
through reservoirs is that when the inflow and outflow coincide, the
outflow is a maximum. Figure 3~2 depicts the typical behavior of flood
waves in lakes and reservoirs.

Flood Routing. Although flood waves appear to have well-defined
properties, in practice it is often necessary to carry out elabor.ate
calculations in order to determine these properties. The reason for
this is the variability of the natural environment, manifested in the
need to handle large amounts of data. Flood routing is defined as the
process of tracing by calculation the movement of a flood wave. The
calculations can proceed along one of the following two lines: either
by considering only temporal variations (lumped case), or by considering
both temporal and spatial variations (distributed case). The lumped
case is the classical reservoir routing situation, formulated in terms
of one first order ordinary differential equation (the storage
equation). The distributed case corresponds to stream channel routing,
formulated in terms of two first order partial differential equations.
The latter are commonly referred to as the equations of gradually varied
unsteady open channel flow, or also, as the Saint Venant equations.

Under certain conditions, the Saint Venant equations with
appropriate simplifications can be combined into one second order
partial differential equation describing convection and diffusion. This
equation can be used to describe flood movement in a large number of
practical applications.

3.3 CLASSIFICATION OF FLOOD ROUTING METHODS

A knowledge of the nature of flood waves provides a good basis on
which to develop a classification of flood routing methods. The most
general classification is that of (1) reservoir (or lake) routing; and
(2) stream channel routing. The essential difference between these two
is that in the reservoir routing case the water surface slope is zero,
while in stream channel routing it has a nonzero value. Several other
criteria could be used to classify flood routing methods. Among these,
the following are readily identified: (1) the equations used to
formulate the problem; (2) the overall approach to data collection; and
(3) the approach to obtaining a solution.

Classification Based on Equations Used. According to the equations
used to formulate the problem, flood routing methods can be classified
as: (1) Mass-balance methods; and (2) Mass-and-momentum-balance
methods. The mass-balance methods use the ordinary differential
equation of storage plus an auxiliary storage-outflow relationship. The
mass-and-momentum-balance methods use the Saint Venant equations or
appropriate simplifications. The use of the complete Saint Venant
equations leads to the dynamic wave, while the simplified forms lead to
kinematic and diffusive waves.

Classification Based on Approach to Data Collection. According to
the approach to data collection, flood routing methods can be classified
as: (1) hydrologic, in which the parameter estimation is based on
hydrologic observations for individual channel reaches; and (2)
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Figure 3-2. Typical inflow and outflow hydrographs for
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hydraulic, in which the parameter estimation is based on actual
measurements of channel characteristics at individual cross-sections.

Classification Based on the Solution Technique. According to the
approach to obtaining a solution, flood routing methods can be
classified as: (1) analytical, and (2) numerical. The ,analytical
methods are based on the solution of differential equations specifie~ on
a continuous domain of space and time. The numerical methods are based
on the solution of algebraic equations on a discrete domain. Analytical
solutions use the tools of classical mathematics such as linear analysis
and Laplace transforms, while numerical solutions use characteristic or
finite difference methods.

Table 3-1 provides a summary of the classification of flood routing
methods presented herein.

TABLE 3-1

CLASSIFICATION OF FLOOD ROUTING METHODS

Based on
Equations
Used I

Mass-balance: Storage equation and an auxiliary
storage-outflow relationship.

Mass-and-momentum-balance: Saint Venant equations
(dynamic wave) or appropriate simplifications
(kinematic and diffusive waves).

Based on
Approach
to Data
Collection

Hydrologic Routing:
reaches.

Hydraulic Routing:
characteristics at

Observations

Measurements
individual

for channel

of channel
cross-sections.

Based on
Solution
Technique

Analytical Routing: Differential equations;
continuous domain.

Numerical Routing: Algebraic equations; discrete
domain.

3.4 RESERVOIR ROUTING

The reservoir routing methods follow directly from the differential
equation of water storage:

1-0
dV=dt

(3-2)

in which I = inflow; 0 = outflow; V = volume of storage; and t =time.
A significant role is played by the equation relating the outflow rate
to the pool level, and therefore, to the volume of storage (V-O
relationship).
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A widely recognized method of reservoir routing is the level pool
(or PuIs) technique. Equation 3-2 is discretized over a time interval
~t to yield:

(3-3)

in which the subscripts 1 and 2 refer to conditions at the start and end
of the time. interval ~t, respectively. Equation 3-3 is rearranged to:

(3-4)

in which

V. O.
N. = ~+ ~ (i=1,2, ... ) (3-5)
~ ~t 2"

is referred to as the storage indication quantity.

The input data consists of the inflow hydrograph and a relationship
between storage and outflow (V-O). A suitable ~t is chosen, and the
inflow hydrograph is discretized in time, yielding a series of I
values. The v-o relationship and Eq. 3-5 are used to derive an N-O
relationship. A known initial value of 0 is used to obtain an initial
value of N through the N-O relationship. The calculation proceeds by
a sequential application of the following two steps: (1) updating the
value of N by using Eq. 3-4; and (2) updating the value of 0 by
using the N-O relationship. The series of 0 values computed in this
way depict the hydrograph attenuation and delay typical of reservoir
routing methods.

3.5 STREAM CHANNEL ROUTING

A feature common to all stream channel routing methods is that they
consider the balance of mass and momentum, whether this is explicitly
stated or not. Historically, stream channel routing methods have
developed along three major paths. These are: (1) the classical
approach, in which an algebraic inflow-outflow-storage relationship is
substituted for the equation of motion; (2) the numerical approach,
which relies on the numerical solution of the complete Saint Venant
equations; and (3) the simplified approach, which uses a convection
diffusion equation. These three approaches are briefly discussed in
the folloWing sections.

The Classical Approach. The classical approach originated in the
realization that, unlike reservoir routing, in stream channel routing
the reach storage V is a function not only of the outflow 0 but also
of the inflow I. This led naturally into the formulation of several
hypothesis for this relationship. One of the most widely recognized of
these hypothesis is that of the Muskingum method, which dates back to
1934, and is stated as:
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v =K[XI+(l-X)O] (3-6)

in which K and X =parameters to be determined by calibration using
historical flood data for the reach under study.

Equations 3-2 and 3-6 lead to the Muskingum routing equation,
stated as:

(3-7)

from which the outflow at the new time level 02 can be calculated
from a knowledge of the inflow at the present level II' the inflow at
the new time level 12 and the outflow at the present time level 01'
The coefficients C1 , C2 and C

3
are the Muskingum coefficients, and

they are functions of toe Muskingum parameters K and X, and the time
interval at. A more detailed description of the Muskingum method is
given in Chapter 5.

The Numerical Approach. The development of the numerical approach
to flood routing was triggered by the advent of the electronic computer
and the quantum increase in computational power that ensued. Parallel
ing the availability of the computer, significant progress was made in
the field of applied mathematics, particularly with reference to the
numerical solution of partial differential equations. Towards the
mid-fifties, these advances made possible the early successful attempts
to solve the Saint Venant equations by numerical methods with the aid
of the computer. Later developments were concentrated on increasing the
efficiency and reliability of the numerical approach to flood routing.

The numerical solution of the Saint Venant equations can be carried
out by either: (1) the method of characteristics; or (2) finite differ
ence methods. In the method of characteristics, the two partial
differential equations (water continuity and motion) are replaced by
four ordinary differential equations which are solved numerically on a
characteristic grid. The intersections of characteristic lines on the
x-t plane define the characteristic grid (see Fig. 3-3).

In the finite difference methods, the functions (e.g., discharge
Q, flow area A, stage y) and their derivatives (e.g., oQ/ox, oA/ot)
are expressed in terms of their values on a rectangular grid defined on
the x-t plane (see Fig. 3-4). A finite difference scheme is a formula
expressing a relationship between neighboring values on the rectangular
grid. There are two types of finite difference schemes: (1) explicit;
and (2) implicit. Explicit schemes are those that advance the solution
in time and space by solving for the unknown variables, one grid point
at a time. Implicit schemes advance the solution in time by
simultaneously solving for the unknown variables at a number of grid
points.

Explicit schemes are relatively simple to formulate, but are
usually limited to a small time step at by considerations of numerical
stability. Implicit schemes require the inversion of a matriX, but are
not subject to the strict stability criterion of explicit schemes. In
general, implicit schemes are more efficient than explicit schemes in
their use of computational resources.
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Figure 3-3. Characteristic grid on the x-t plane.
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Figure 3-4. Rectangular (finite difference) grid on the x-t plane.
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There is a marked difference between the classical and numerical
approaches. The latter is based on the complete equations, and
therefore, can describe nonlinear effects, looped stage-discharge
relationships and other physical details which the classical approach
simply cannot consider. On the other hand, the numerical approach
represents an altogether higher level of sophistication, demanding not
only a thorough understanding of the physical processes, but also a
knowledge of numerical mathematics and computer programming. Neverthe
less, the increasing use of computers in all aspects of engineering
analysis and design guarantees that the numerical approach will continue
to playa leading role in the future. The challenge, of course, remains
to keep the numerical approach in the proper perspective, making sure
that it does not substitute for sound physical reasoning and competent
engineering judgment.

The Simplified Approach. The simplified approach to flood routing
has its origins in the observations of Hayami, published in 1951 [2].
Hayami pointed out that, given all the irregularities present in
natural channels, it is striking that the flow appears steady and nearly
uniform in the mean. He reasoned that the disturbances caused by these
irregularities quickly damp away as part of a large scale process of
longitudinal mixing. This led Hayami to the formulation of a differ
ential equation of flood waves describing convection and diffusion.
Later, Lighthill and Whitham [3] used similar physical reasoning to
formulate their kinematic wave theory.

In essence, the simplified approach to flood routing is based on
the realization that in a large number of practical cases, the inertia
terms of the equation of motion play an exceedingly small role. Without
these terms, the Saint Venant equations can be combined into one second
order partial differential equation describing convection and diffusion.
Furthermore, if the pressure gradient term of the equation of motion
is also neglected, the resulting equations can be combined into a first
order partial differential equation describing only convection. In the
terminology introduced in the previous chapter, the convection-diffusion
equation forms the basis of the diffusive wave model. Likewise, the
convection-only equation is referred to as the kinematic wave model.
Both models can be used to describe flood wave movement, provided
sufficient care is exercised.

Several comments are necessary regarding the simplified approach to
flood routing. First, its solution is based on one partial differential
equation; therefore, only one dependent variable (usually discharge Q)
can be calculated at a time. The remaining dependent variable (either
stage y or flow area A) is calculated from a single-valued rating
curve. Strictly speaking, this procedure is correct only as an
approximation to the unsteady features of the flood wave which do
include a loop in the rating curve (see Fig. 3-5). This apparent
limitation can be circumvented in diffusive wave models by belatedly
taking into account the nature of this loop (see Chapter 5: Stream
Channel Routing Methods).

Second, it is noted that the simplified approach leads to a
quasilinear (variable coefficient) partial differential equation. This
equation can be solved either in its original form, or linearized
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(assuming constant coefficients) in the interest of mathematical
expediency. Of course, the quasilinear features of the wave movement
are lost in the linearized solution, a situation which can lead to a
decrease in the overall accuracy of the simplified approach.

Third, the quasilinear features of the wave movement ~ay lead to
physically unre~listic results in a highly simplified model such as .the
kinematic wave. The quasilinear property is manifested as a steepening
rising limb and a flattening receding limb as the wave moves downstream
(see Fig. 3-6). If left uncontrolled, the wave steepening will
eventually develop into the so-called "kinematic shock," which resembles
a dynamic shock but in the absence of inertia. Such problems are
altogether avoided in diffusive wave computations. The diffusive wave
has its own built-in diffusive properties which tend to counteract the
steepening tendency, thus impeding the development of the shock.
Therefore, the kinematic shock is totally absent in computations using
the diffusive wave.

Relation Between Various Approaches to Stream Channel Routing.
Given the apparently widely differing nature of the various approaches
to stream channel routing treated here, the question remains: Is there
an all-encompassing link? Or stated in other terms: Is there a unify
ing theory hidden behind the maze of approaches, methods and techniques?
The answer to these questions can be found in the work of Cunge [1], who
demonstrated the correspondence between the classical approach (e.g.,
Muskingum method) and the simplified approach (e. g., the convection
diffusion method of Hayami). Since the latter could be construed as a
particular case of the numerical approach, the stage was set for a
unified theory of flood movement. It is now recognized that all stream
channel routing methods can be classified as either kinematic, diffusive
or dynamic wave models. The dynamic wave model is the most general,
encompassing the other two as particular solutions. While losing some
what in generality, the diffusive wave model remains widely applicable,
encompassing the kinematic wave as a particular solution. The kinematic
wave model has a limited range of applicability, being restricted to the
cases of very steep bottom slopes (e.g., overland flow) or very long
duration (slow-rising) hydrographs.

3.6 SUMMARY

An overview of flood waves and flood routing methods is given in
this chapter. Flood routing methods are described as belonging to
either one of two classes: (1) reservoir (or lake) routing; and (2)
stream channel routing. The notions of flood wave velocity and
attenuation for each of these two classes are introduced.

A general classification of flood
the basis of the following criteria:
formulation; (2) the overall approach
solution technique.

routing methods is attempted on
(l) the equations used in the

to data collection; and (3) the

Reservoir and stream channel routing are described in detail, with
particular emphasis on the physical processes involved. In stream
channel routing, the following three approaches are recognized: (1) the
classical approach, of which the Muskingum method is a notable example;
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(2) the numerical approach, based on the numerical solution of the
complete Saint Venant equations, either by characteristic of finite
difference methods; and (3) the simplified approach, which uses a
convection-diffusion equation to describe flood wave movement. A
closing remark focuses attention on the unified theory of flood wave
movement in terms of kinematic, diffusive and dynamic waves.

APPENDIX I. - REFERENCES
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APPENDIX II. - NOTATION

The following symbols are used in this chapter:

A = flow area;

B = channel width;

C
1

=Muskingum coefficient;

C
2

=Muskingum coefficient;

C
3

= Muskingum coefficient;

c =flood wave velocity, Eq. 3-1;

I = inflow;

K =parameter of the Muskingum method;

N =storage indication quantity;

o =outflow;

Q =discharge;

t = time variable;

V =volume of storage;

X =parameter of the Muskingum method;

x =space variable;

y = stage; and

~t =time interval.
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S.l INTRODUCTION

This chapter deals with stream channel routing, its theory,
methodologies and practical aspects. The classical and simplified
approaches to stream channel routing are treated here in detail. The
numerical approach is described in several of the following chapters.

5.2 . CLASSICAL APPROACH

The classical approach to stream channel routing is based on the
assumption that the storage V in a given channel reach is a function
of both inflow I and outflow o. The group of procedures that approx
imate in some way the relationship between storage, inflow and outflow
are referred to here collectively as the classical approach, or also, as
coefficient methods of routing. As their name indicates, these methods
involve the use of coefficients in a certain type of routing equation.
The coefficients as well as the parameters from which they are derived
are purely empirical, and are determined by calibration using historical
flood records for the reach under study.

The Muskingum Method. Perhaps the best known and most widely used
of the coefficient methods is the Muskingum method, developed by the
U.S. Army Corps of Engineers in connection with flood control schemes in
the Muskingum River Basin, Ohio.

The original Muskingum method was formulated along the following
lines. The water continuity equation is expressed in its spatially
integrated form:

1-0 dV=dt (5-1)

The equation of motion is replaced by a linear storage-inflow-outflow
relationship of the following form:

V =K[XI + (l-X)O]

in which K and X are parameters to be determined by calibration
using historical flood records on a given reach.

Equation 5-1 can be discretized in time (Fig. 5-1) to yield:

(5-3)

Likewise, Eq. 5-2 can be expressed at time levels nand (n+1) as:

and

V =K[XI + (l-X)O ]n n n
(5-4)

(5-5)

respectively. Substituting Eqs. 5-4 and 5-5 into Eq. 5-3, the following ~
routing equation is obtained:
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Figure 5-1. Schematic of the Discretization of the
Muskingum Method.

in which the coefficients C1, C2 and C3 are defined as:

Co =~t/K + 2(1-X)

C1 = (~t/K + 2X)/CO

C2 = (~t/K - 2X)/CO

C
3

=[2(1-X) - ~t/K]/CO

(5-6)

(5-7)

(5-8)

(5-9)

(5-10)

Much has been written on the Muskingum method, particularly in
reference to the determination of the parameters K and X. The param
eter K has the units of time, and has come to be closely associated
with the average travel time, i.e., the time it takes the average flood
discharge to travel the length of the reach. The parameter X is a
weighting factor used for the purpose of matching the attenuation of the
calculated hydrograph to that of the observed data. The recommended
range for X is 0 < X < 0.5. A value of X = 0 implies reservoir
type behavior, i.e., -storage being only a function of outflow. A value
of X =0.5 indicates that the flood hydrograph is not being subject to
attenuation. Values of X > 0.5 are associated with computational
instability.
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Discussion. The predictive accuracy of the Muskingum method hinges
upon the correct determination of the parameters K and X. These are
a function of the flood characteristics, i. e., the hydrograph travel
time and attenuation rate, and are usually determined by a process of
trial and error calibration. However, since the flood characteristics
are likely to vary from one flood to another, it would be rash to assume
that the parameters determined from one set of flood records could be
used to predict the behavior of an altogether different flood. This; in
effect, limits the predictive capability of the method to floods similar
to that used in the calibration, and any attempt at extrapolation is
unwarranted.

The use of constant parameters in the classical Muskingum method is
tantamount to an assumption of linearity, and this is in contradiction
with the quasilinear property of flood waves. In addition, the neglect
of the looped discharge-stage relations can be justified only as an
approximation to the natural phenomena. Nevertheless, the classical
Muskingum method remains an expedient way of obtaining approximate
answers for a number of practical problems. A comparatively recent
improvement, referred to as the Muskingum-Cunge method, considerably
enhances the predictive capability of the method, while remaining within
the same computational framework. The basic concepts underlying the
Muskingum-Cunge method are given later in this chapter.

5.3 SIMPLIFIED APPROACH

The foundations of the simplified approach to stream channel
routing are to be found in the work of Hayami [2], Lighthill and Whitham
[5], and Cunge [1]. In essence, the simplified approach is based on the
realization that the inertia terms in the equation of motion contribute
very little to the solution, and can usually be neglected on practical
grounds. Without the inertia terms, the Saint Venant equations can be
combined into one second order partial differential equation describing
the convection and diffusion of a hydraulic quantity, be it either dis
charge, area or flow depth. Hayami [2] derived a convection-diffusion
equation in terms of flow depth (Eq. 2-14). Cunge [1] was able to
derive, under some additional assumptions, a convection-diffusion equa
tion in terms of discharge. The latter is particularly useful for
stream channel routing applications. For the sake of completeness, this
equation is derived here following the approach of Cunge [1].

Derivation of the Convection-Diffusion Equation in Terms of
Discharge. The water continuity equation, Eq. 2-11, can be written as:

(5-11)

in which d = flow depth; B =channel width; and Q =discharge. The
equation of motion with the neglect of the inertia terms, Eq. 2-10, is
expressed as follows:

5-3
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2 2 .... ,..,
in which Q /k = the friction slope; k = channel conveyance
(Q =k~); and 8

0
=bottom slope (or alternatively, equilibrium energy

slope). For convenience, Eq. 5-12 is expressed as follows:

in which ~ =1/k2.

ad + ~Q2 _ 8 =0
ax 0

(5-13)

A perturbation and linearization technique is used in the
derivation of the convection-diffusion equation in terms of discharge.
The dependent variables d, ~ and Q are assumed to be composed of
two parts: (1) an equilibrium component; and (2) a transient component;
such that

d = d + d' (5-14)
0

'1 = '1 + ~' (5-15)
0

Q = Q + Q' (5-16)
0

in which the subscripted variables refer to the equilibrium parts, and
the superscripted ones to the transient part. The substitution of Eqs.
5-14 to 5-16 into Eqs. 5-11 and 5-13 leads to the following equations
of water continuity and motion in terms of superscripted variables:

ad' 1 aQ'-+--=0at B ax

ad' + 2'1 Q Q' + Q 2n , =0ax 0 0 0 'I

(5-17)

(5-18)

(5-19)

in which second and higher order terms in the superscripted variables
have been neglected. Experience shows that such a linearization proce
dure does not compromise the overall accuracy of the analysis.

Differentiating Eq. 5-17 with respect to space, and Eq. 5-18 with
respect to time, yields, respectively:

a2d' 1 a2Q'--+--·-=0
axat B ax2

a2d' aQ' 2 an"+ 2'1 Q + Q ~ =0axat 0 0 at 0 at

By using Eq. 5-17 and the chain rule of differentiation:

(5-20)

aQ'
ax

(5-21)
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Substituting Eq. 5-21 into Eq. 5-20:

a
2

d' aQ' [Q0

2

axat + 2110 Qo at - B
. 9.!L] aQ' _

ad' ax - 0 (5-22)

Combining Eqs. 5-19 and 5-22, rearranging and dropping the superscripts
for simplicity, yields:

aQ + [ Qo ~] aQ _[1 ] a
2
Q

at . - 2BI1
0

• ad ax - 2BI1
o
Q

o
ax2 (5-23)

which is the convection-diffusion equation
dependent variable. The convective celerity
cient ~ are, respectively:

with discharge as the
c and diffusion coeffi-

and

c = Qo. ~
- 2BI1

0
ad

_ 1
~ - 2BI1

o
Q

o

(5-24)

(5-25)

Equation 5-24 is the kinematic wave celerity as defined by the
Kleitz-Seddon law (Eq. 2-8). In order to show this correspondence,
recall that

which leads to:

_ (Sf)1/2
Q- -

11
(5-26)

(5-27)

around the equilibrium values Qo and 11
0

, Substituting Eq. 5-27 into
Eq. 5-24, leads to:

_ 1 aQ. ~ = 1. aQ = aQ = dQ
c - B all ad B ad aA dA

x
o

(5-28)

The diffusion coefficient ~ can be alternatively expressed in
terms of discharge and slope. In effect, recall that

Therefore, it follows that

Q 2 = k 2S
o 0 0

S
=~

11 0

(5-29)

in which q =equilibrium unit-width discharge.
o
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5.4 MUSKINGUM-CUNGE METHOD·

The Muskingum-Cunge method of stream channel routing is a variation
due to Cunge [1] of the classical Muskingum method. It is based on the
realization that a four-point numerical analog of the kinematic wave
equation (Eq. 2-7) and the Muskingum storage relationship (Eq. 5-2) lead
to the same routing equation (Eq. 5-6). In effect, the kinematic wave
equation can be written as follows:

(5-31)

in which Q is the flood wave discharge to be convected with the
celerity c. In general, c is a function of Q; however, for com
patibility with the use of constant parameters K and X, the assump
tion of constant c is made here.

Equation 5-31 is discretized on the x-t plane as shown in Fig. 5-2

to yield:

X(Q~+l - Q~) + (1-X) (Qn+l - QJ+l)
J J j+1

b.t

Y(QJ+l - Q~) + (1-Y) (Qn+1 _ Q~+l)

+ c J j+1 J =0 (5-32)
b.x

in which X and Y = weighting factors; b.x = space interval; b.t =
time interval; and c has been taken as constant. Setting Y = 0.5,
Eq. 5-32 can be expressed as:

n+1 n+1

n+1 OJ °j+1

r
~t

,l O~
n

J OJ+1

I .1
x

~x
j+1

Figure 5-2. Schematic of the Discretization of the
Muskingum-Cunge Method.
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Q~ + Q~+l Qn + Qn+l
J J _ j+l j+l =

2 2

¥ [XQj+l + (I-X) Qj:i] - ¥ [XQj + (I-X) Qj+l]
Lit (5-33)

In one time increment, the left-hand side of Eq. 5-33 is I-O; the right
hand side is dV/dt if

v =~ [XI + (l-X)O]c (5-34)

which is recognized as Eq. 5-2, provided K =~/c. Clearly then, the
parameter K is the travel time of a representative flood discharge,
1. e., the time it takes that discharge to travel the reach length ~

with the celerity c.

The parameter X is recognized as a weighting factor. The use of
weighting factors in discrete solutions is ostensibly for the purpose of
introducing a certain amount of numerical diffusion, i.e., a diffusion
due solely to the finite size of the grid. Cunge [1] was able to use
this property of discrete solutions to obtain an estimate of X based
on hydraulic quantities. He derived the numerical diffusion coefficient
IJ of the discretized kinematic wave equation (see Appendix I) as:
n

IJ =c~(.! - X)n 2 (5-35)

By matching this diffusion coefficient with the physical diffusion
coefficient (Eq. 5-30) of the convection-diffusion equation, the follow
ing expression for X is obtained:

X= i (1 - s:~~) (5-36)

With K =~/c and Eq. 5-36, the coefficients Co to C3 (Eqs. 5-7

to 5-10) can be calculated as a function of the flood wave, channel, and
grid characteristics. Furthermore, by defining the Courant number C
as the following ratio of celerities:

c LitC=--=c-
(~) ~

(5-37)

and the cell Reynolds number D as the following ratio of diffusivities:

(5-38)

the coefficients Co to C3 can be expressed in the following reduced
form:
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Co =1 + C + D (5-39)

C1 = (l + C - D)/Co
(5-40)

C2 = (-1 + C + D)/Co
(5-41)

C3 = (l - C + D)/Co (5-~2)

Calculation of the Parameters. Equations 5-39 to 5-42 enable the
calculation of the Muskingum coefficients in terms of measurable physi
cal quantities and the characteristics of the grid. These are: 1) the
equilibrium (or reference) unit-width discharge q; 2) the celerity c
corresponding to this discharge; 3) the bottom slo~e S, for channels
of regular cross-section (or alternatively, the equilibri~ energy slope
for channels of irregular cross-section); 4) the time interval ~t; and
5) the space step (or reach length) ~.

Depending on the modeling needs and resources, the calculation of
the parameters in the Muskingum-Cunge method can proceed in one of two
ways: either by using (a) constant parameters, or (b) variable param
eters. The essential difference between the two is that the use of
constant parameters has implicit in it the assumption of linearity,
while this is not the case in computations using variable parameters.
In the constant parameter method, the linear behavior is associated with
a reference value of discharge, the calculation of the parameters being
based on this reference value. The accuracy of the computations is
shown to be dependent on the choice of reference discharge. For practi
cal purposes, a reference discharge close to the average flood discharge
is recommended.

In the variable parameter method, an attempt is made to account for
the quasilinear property of flood waves (see Fig. 3-6). This invariably
results in an improved definition of certain features of the flood wave,
specially in reference to the hydrograph shape and time to peak.
Several approaches to the calculation of the variable parameters have
been developed, e. g., see Miller and Cunge [6], Price [9], and Ponce
and Yevjevich [8]. While there are minor differences in detail between
these approaches, that of Ponce and Yevjevich is preferred here due to
its simplicity.

Following Ponce and Yevjevich [8], the value of ~t is fixed by
considerations of accuracy, the value of ~ is also fixed (reach
length), and the value of S (equilibrium energy slope) is specified
for a given reach. The calcftlation of variable parameters is based on
the variation of the unit-width discharge q and the celerity c.
These are defined at grid point (j,n) as:

q =i (5-43)
j,n

and

in which y = flow stage.

c =dQ
dA j ,n

= 1 dQ IB dy .J,n
(5-44)
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In determining C and D, the values of q and c are calculated
either: (1) directly, by using a three-point average of the values of
q and c at grid points (j,n), (j+1,n) and (j,n+1); or (2) by itera
tion, using a four-point average of the values of q and c at grid
points (j ,n), (j+1 ,n), (j ,n+1) and (j+1, n+1). To improve convergence
in the iterative four-point procedure, the results of the three-point
procedure can be used as the first guess of the iteration.

Definition of Looped Rating Curves. In the Muskingum-Cunge method,
the attenuation of the hydrograph is due to the numerical diffusion
effect rather than to the physical process of longitudinal storage.
Therefore, the method cannot account for the loop in the rating curve
during the passage of the flood, since this loop is a direct consequence
of the longitudinal storage. The loop is related to the hydrograph
attenuation, larger loops being associated with higher attenuation
rates. In certain cases, the definition of the loop may be deemed
necessary, especially in connection with hydrographs subject to moderate
to high attenuation.

In order to take into account the nature of looped rating curves
in the Muskingum method, use is made of the Jones formula and variations
of it [3,4,10]. The derivation of this formula is based on the equation
for the looped rating curve, expressed in its diffusive wave form:

Q =1. AR2/ 3 (S
n 0

(5-45)

in which A = flow area; R = hydraulic radius; n = Manning's friction
coefficient; and (S - ad/ax) = friction slope assuming the inertia

o
terms to be negligible. Equation 5-45 can also be expressed as:

Q = Q (1 _ 1.- ad)1/2
o S ax

o
(5-46)

in which Q = equilibrium discharge. To derive the Jones formula, the
o

following kinematic argument is resorted to:

Substituting Eq. 5-47 into Eq. 5-46:

Q =Q (1 + __1__ ad)1/2
o Scat

o

(5-47)

(5-48)

In addition, by making use of the water continuity and kinematic
wave equations, the derivative in Eq. 5-48 can be expressed in terms of
discharge, leading to:

Q =Q (l + _1_ aQ) 1/2
o S Bc2 at

o
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(5-50)

Strictly speaking,Eq. 5-47 should not be used in this regard,
since it implies the absence of subsidence, which is precisely what is
being calculated by the Jones formula. Practical computations, however,
serve to reassess the validity of Eq. 5-47, at least as a convenient
approximation enabling the calculation of the looped rating curves.

5.5 USE OF CLASSICAL AND SIMPLIFIED APPROACHES

The choice between the classical and simplified approaches on one
hand, and the complete numerical models on the other hand, involves
considerations of accuracy, ease of application, familiarity with a
particular method, and other economic factors. The following advantages
of the classical and simplified approaches to stream channel routing
are readily recognized: (1) Ease of formulation, manifested in shorter
training periods, lower program development costs, lower run costs, and
smaller computer size needs; and (2) Applicability for a wide range of
practical problems, since the inertia term can be shown to be negligible
in a large number of applications.

The major disadvantage is the loss of accuracy resulting from the
various assumptions that are made in order to simplify the problem.
For instance, upstream wave motions such as those produced in the
vicinity of tributary flows or by dams and other control devices, can
not be accounted for in the classical and simplified methods, due
primarily to their kinematic formulation. Computational details aside,
the simplified methods provide a reasonably good answer to a wide range
of problems with a minimum investment of resources. In addition, as
shown by Ponce et a1. [7] their range of applicability can be clearly
delineated in terms of readily identifiable hydraulic quantities.

Criteria for Applicability of Simplified Approach. The criteria
for the applicability of kinematic and diffusive wave models is given in
detail in Chapter 15. A brief summary is given here.

According to Ponce et a1. [7], the error due to the use of the
kinematic wave model (error in hydrograph peak accumulated after an
elapsed time equal to the hydrograph duration) is within 5%, provided
the following inequality is satified:

TS u
o 0 > 171
d

o

in which T = hydrograph duration; S = equilibrium energy slope (or
bottom slope, for channels of regularOcross-section); u = reference
mean velocity; and d = reference flow depth. When appl~ing Eq. 5-50
to check the validityOof the kinematic wave model, the reference values
should correspond as closely as possible to the average flow conditions.

The error due to the use of the diffusive wave model (error in
hydrograph peak accumulated after an elapsed time equal to the hydro
graph duration) is within 5%, provided the following inequality is
satisfied:
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TS (L) 1{2 > 30
o d -

, 0

(5-51)

(5-53)

in which g = acceleration of gravity, and all other terms are as
previously defined.

For instance, assume So = 0.001, Uo = 3 fps and do = 10 .ft.

The kinematic wave model will apply for hydrographs of duration larger
than 6.59 days. Likewise, the diffusive wave model will apply for
hydrographs of duration larger than 0.19 days.

5.6 SUMMARY

A description of the theory, methodologies and practical aspects of
stream channel routing is given in this chapter. First, the classical
approach (Muskingum method) is presented, followed by a discussion on
the calculation of the parameters K and X. This leads into the
simplified approach based on the convection-diffusion equation. The
derivation of this equation with discharge as the dependent variable,
allows the calculation of the flood wave celerity and diffusion coeffi
cient in terms of measurable hydraulic quantities.

The Muskingum-Cunge method, in which the parameter K and X are
estimated based on Cunge I s numerical diffusion theory, is presented.
The calculation of the parameters can be carried out either by assuming
them constant in space and time, or by varying them throughout the com
putations. The variable parameter method is shown to preserve the
quasilinear property of flood waves, leading to an overall increase in
accuracy. The definition of looped rating curves can be belatedly
accomplished by using the Jones formula as a convenient approximation to
the actual diffusion effect. Finally, several comments are made on the
use of the classical and simplified approaches in stream channel rout
ing, and the criteria for the applicability of kinematic and diffusive
wave models are briefly described.

APPENDIX I. - THE NUMERICAL DIFFUSION COEFFICIENT OF THE KINEMATIC WAVE
EQUATION

The derivation of the numerical diffusion coefficient of the
discretized kinematic wave equation (Eq. 5-32) proceeds under the
assumption that the grid function Q (jfu{, nLlt) can be expanded as a
Taylor series about grid point (jfu{, nLlt). This leads to:

Q~+l _ Q~ =aQI. ~t + 1 a
2Q I ~t2 + 0(~t3) (5-52)

J J atJ 2 at2 j

2
QJ~:ll - QJ~+l - aQ ~t + 1 a Q ~t2 + 0(~t3)

- at J+1 2 at2 j+1
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Qn _ Qn =aQ
j+1 j ax n

(5-54)

(5-55)

(5-57)

Substituting Eqs. 5-52 to 5-55 into Eq. 5-32, neglecting third order
terms, yields:

xfaQ Llt + 1. a
2
Q Llt2] + O-X)[aQ Llt + 1. a

2QI Llt
2
]

Lat j 2 at2 j at j+l 2 at2 j+l

+ Cy [OQ Llx + 1. 02QLlxzJ + C(1-y) [OQ Llx + 1. a
2

Q t:.x
2
] =0

ax n 2 ax2 il ax n+l Z ax2 n+l

(5-56)

in which C =c Lltjt:.x is the Courant number.

The derivatives at [(j+l)t:.x, (n+1)Llt] can be expressed in terms of
the derivatives at (jt:.x, nLlt) by means of Taylor series:

aQ _ aQ a
2

Q t:.x + o(Llx2)
at j+l - at j + axat j,n

aQ =aQI + aZQ Llt + o(Llt2)
ax n+l ax axat.n J,n

a
2
Q _ a

2
Q + a

3
Q t:.x + o(t:.x2)

at2 j+l - at2 j . at3 j

aZQ _ aZQ a
3
Q Llt + o(Llt2)

ax2 n+l - ax2 n + ax3 n

(5-58)

(5-59)

(5-60)

Substituting Eqs. 5-57 to 5-60 into 5-56, and neglecting third order
terms:

x f9Q Llt + 1. a
2

Q Llt2] + 0-X) faQ Llt + a
2
Q LlxLlt + 1. a

2
Q

Lat j 2 at2 j Lat j axat j ,n 2 at2 j

+ Cy[aQ Llx + 1. a
2

Q Llx2] +
ax 2 a 2n x n

CO-y)[aQ Llx + a
2

Q t:.xLlt + 1. a
2
Q Llx

2
] = 0

ax axat . 2 a 2n J ,n x n
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dividing by ilt:

2
+ cilx a Q + ilx[(l-X)

2 a 2x n
=0

Simplifying Eq. 5-61, and

[
aQI + C aQ ] + ilt a

2
Q

at . ax 2 at2 .
J n J

2
+ C(I-Y)] ~axat j ,n

(5-62)

In Eq. 5-62, the first term enclosed in brackets is Eq. 5-31. There
fore, the remaining terms constitute the error R of the numerical
solution due to the neglect of the second order terms:

R =Llt a
2
Q + cilx a

2
Q + ilx[ (I-X) + C(I-Y)] a

2
Q

2 at2 j 2 ax2 n axat j, n

From Eq. 5-31:

aQ = -c aQ
at ax

therefore:

a2Q _
a (aQ) a

(~~)
2 a2Q

at2·- -c at ax = -c - = c -ax ax2

a2Q a2Q
axat - -c -

ax2

Substituting Eqs. 5-65 and 5-66 into Eq. 5-63, and simplifying:

2
R =cilx[(X - -21) + C(Y _ i)] a Q

2 ax2

Drawing a parallel with the diffusive wave equation:

aQ + c aQ = I.J a
2
Q

at ax ax2

(5-63)

(5-64)

(5-65)

(5-66)

(5-67)

(5-68)

the numerical diffusion coefficient of the discretized kinematic wave
equation is

1 1
I.Jn =cilx[(2 - X) + C (2 - Y)] (5-69)

In the particular case of the Muskingum method, only the weighting
factor X is used. Therefore, Y =0.5, leading to:

1
I.J =cilx(- - X)n 2

(5-70)

as the numerical diffusion coefficient associated with the Muskingum
method.
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APPENDIX III. - NOTATION

The folloWing symbols are used in this chapter:

A = flow area;

B = channel width;

C =Courant number, Eq. 5-37;

Co =coefficient, Eqs. 5-7 and 5-39;

C1 =Muskingum coefficient, Eqs. 5-8 and 5-40;
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C2 =Muskingum coefficient, Eqs. 5-9 and 5-41;

C3 =Muskingum coefficient, Eqs. 5-10 and 5-42;

c = convective celerity;

D = cell Reynolds number, Eq. 5-38;

d =flow depth;

g =acceleration of gravity;

I = inflow;

K =Muskingum parameter;

k = channel conveyance;

n =Manning's friction coefficient;

o =outflow;

o =little 0 function (on the order of);

Q =discharge;

q =unit-width discharge;

R = hydraulic radius, approximation error;

Sf = friction slope;

S =bottom slope (alternatively, equilibrium energy slope);
o

T = flood hydrograph duration;

t =time variable;

u =mean velocity;

V =volume of storage;

X =Muskingum parameter, weighting factor;

x = space variable;

y =weighting factor;

y = stage;

!J.x = space step (reach length);

ilt = time interval;

11 = reciprocal of the square of the channel conveyance;
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~ = diffusion coefficient (hydraulic diffusivity); and

~n =numerical diffusion coefficient.

Subscripts

j =space index

n =time index, and

o =equilibrium value.

Superscripts

=perturbation; and

n =time index.
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6.1 INTRODUCTION

This chapter deals with the Muskingum method and its related
Muskingum-Cunge version to a greater level of detail than in Chapter 5.
Examples are given to illustrate the computational behavior of the
constant and variable parameter methods. A simplified routing method is
described, applicable to certain specialized cases. Finally~ a note is
made on the range of parameters in which accuracy is maintained.

6.2 MUSKINGUM METHOD

The formula for the Muskingum Method is (see Fig. 5.2):

Qn+1 =C Qn + C Qn+1 + C Qn (6-1)
j+1 1 . 2 . 3 j+1J J

lit + 2X
in which C1

K (6-2)=
lit + 2(l-X)
K

~t _ 2X

C2
K=

At + 2(l-X)
K

At2(l-X) - -
C3

K=
At + 2(l-X)
K

(6-3)

where At is the routing period (time interval). In the Muskingum-Cunge
version, the parameters K and X are calculated by (3,4,5,7):

_lix
K -c

X = ! (l - shi)
o

(6-5)

(6-6)

in which lix =reach length (space interval); c =flood wave celerity; q
= unit width discharge; and S = equilibrium water surface slope.
Substituting Eqs. 6-5 and 6-6 int8 Eqs. 6-2 to 6-4:

l+C-D
C1 = l+C+D (6-7)

-l+C+D
C2 = l+C+D

(6-8)

(6-9)

in which C = cAt/lix is the Courant number; and D = q/(S clix) is a cell
Reynolds number. Both C and D have physical and numgrical signifi
cance, C being a ratio of celerities and D a ratio of diffusivities.
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6.3 CALCULATION OF THE VARIABU PARAMETERS

Usually, at is fixed, and ax and S are specified for each
computational cell consisting of four grid ~oints. Therefore, it is
necessary to determine the flood wave celerity, c, and the unit width
discharge, q, for each computational cell. The values of c and q at
grid point (j,n) are defined by

c = dQ
dA

q =Q
B

j,n

j,n

(6-10)

(6-11)

in which Q =discharge; A =flow area; and B =top width. The following
ways of determining c and q for use in calculating C and D have
been investigated: (1) Directly, by using a two-point average of the
values at grid points (j,n) and (j+1,n); (2) directly, by using a three
point average of the values at grid points (j,n), (j+1,n), and (j,n+1);
and (3) by iteration, using a four-point average calculation. To
improve convergence, the values at (j+1,n+1) obtained by the three-point
average method can be used as the first guess of the iteration.

6.4 ILLUSTRATIVE EXAMPLE

The Muskingum-Cunge method with variable parameters has been
applied to the problem posed by Thomas in his classical paper on flood
routing (9). The problem consists of tracking the travel and
subsidence of a flood wave of sinusoidal shape in a unit-width channel
with a steady-state rating curve given by:

q =0.688 d5 / 3

The inflow hydrograph is defined by:

nt
Q(t) = 125 - 75 cos (48)'

Q(t) =50,

in which t is given in hours.

o ~ t ~ 96;

t > 96

(6-12)

(6-13)

Thomas applied an approximate method to route the flood wave
through a channel 200 miles (322 km) long, using a time interval of
at =12 hr. Thomas I approximate method neglects the inertia terms;
therefore, his results are directly comparable to those of the Muskingum
method (both the Thomas and Muskingum methods can be considered as
numerical analogs of the diffusive wave equation).

Figure 6-1 and Table 6-1 summarize the results of computations
using the Muskingum-Cunge method with variable parameters. For com
parison purposes, the calculations using constant parameters for three
reference values of discharge are also shown.
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240

Figure 6-1. Calculated hydrographs as described in Table 6-1.

201510
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I-Observed at Goldsboro
2-0bserved at Kinston
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hr::..-~;<--t----- 4-Simplilied Muskingum

26~----+--~-....".."""':l:-----;----t-----;

221----+-+----+"%:;'O'~~~c:::_---_j

141-----7'L....j.c:---7'~:..-.-_+-----_1_-\_--_j

Figure 6-2. Computed and Observed October, 1964 Flood Hydrographs
at Goldsboro and Kinston, NC (1 it =0.305 m).
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TABLE 6-1
SUMMARY OF FLOOD ROUTING COMPUTATIONS

USING CONSTANT AND VARIABLE PARAMETER METHODS

Hydrograph
(1)

Station,
in miles

(2)
.Method*

(3)

/:;)X, in
miles

(4)

at, in
hours

(5)

Peak
q, in
cubic
feet
per
second

(6)

Time
to
peak
in
hours

(7)

Mass
conse:t:
vation,
as a
percentage

(8)

A 0 200 48

B 500 MC/200 25 6 178.5 114 100

C 500 MC/125 25 6 177 128 100

D 500 MC/50 25 6 173.5 162 100

E 500 VPMC2 25 6 171 124 85

F 500 VPMC3 25 6 175.5 121 98

G 500 VPMC4 25 6 176.5 121 99

H 200 VPMC4 25 12 190 77 100

I 200 Thomas (9) 25 12 189 79

*MC/200 =constant parameter method, reference discharge 200 cfs (5.66

m3/s); MC/125 = reference discharge 125 cfs (3.54 m3/s); MC/50 =
reference discharge 50 cfs (1.41 m3/s); VPMC2 =two-point variable
parameter method; VPMC3 = three-point variable parameter method; and
VPMC4 =four-point variable parameter method.

TABLE 6-2

COMPARISON OF MEASURED AND CALCULATED HYDROGRAPHS AT KINSTON, NC,
FLOOD OF OCTOBER, 1964

Lateral
inflow, qL'
in cubic

Peak feet per
Method flow depth Date second/foot

(1) (2) (3) (4)

Measured 22.8 October 13
a-

Implicit 22.0 October 12 0.01

Simplified 21.9 October 14 0.01

aUnknown, but believed to be within 0.005-0.02 cfs/ft (1).
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The examination of Fig. 6-1 enables the following conclusions to be
drawn:

1. The Muskingum~Cunge method with constant parameters
(hydrographs B, C, and D) shows results that are dependent on the value
of reference discharge chosen to evaluate the constant parameters. The
higher the reference discharge, the faster the rate of travel and the
lesser the subsidence of the flood wave. The calculated outflow hydro
graphs show negligible distortion from the initially sinusoidal shape,
implying that the constant parameter assumption is tantamount to an
assumption of linearity.

2. The Muskingum-Cunge method with variable parameters
(hydrographs E, F, and G) shows results that fall within the range
encompassed by the constant parameter calculations. The noticeable
steepening of the rising limb of the calculated outflow hydrographs
indicates that the nonlinearity of the phenomenon is being taken into
account. The three-point and four-point methods give similar results;
however, the two-point method shows a smaller peak and a somewhat slower
rate of travel. Furthermore, the two-point method results in a signifi
cant loss of mass, as indicated in Col. 8 of Table 6-1.

6.5 SIMPLIFIED MUSKINGUM ROUTING EQUATION

The variable parameter method has an increased accuracy, especially
in the definition of the shape of the hydrograph. However, in the cases
in which only an estimate of peak flow is desired, it may be sufficient
to use the constant parameter method, especially if a good value of
reference discharge can be estimated for anyone flood wave.

The calculation using constant parameters can proceed in one of two
ways. The conventional way is to specify the space and time intervals
ax and ~t, and to calculate K and X (or C and D) therefrom. An
alternate way is to specify K and X and to calculate ~ and ~t

from them. The proper choice of parameters can result in a considerable
simplification in the routing equation, leading to a reasonably accurate
solution of the flood rating problem with a minimum of computational
effort.

In Eqs. 6-2 to 6-4, if ~t/K and X are specified as

~t = 1
K

and
X =0

it follows that

(6-14)

(6-15)

1= C =-3 3
(6-16)

and the simplified form of the Muskingum routing equation is given as
follows:
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(6-17)

The satisfaction of Eqs. 6-14 and 6-15 implies that J).x and Llt
are fixed. In effect, K is defined as the time it takes a flood
discharge to travel a distance J).x with celerity c:

K =J).x (6-18)
c

Therefore, from Eqs. 6-14 and 6-18:

C =cLlt =1 (6-19)
J).x

Equation 6-19 specifies that the flood wave celerity c be equal to the
"grid celerity" J).xjLlt.

The parameter X can be related to the physical problem by the
following formula:

X =~ (l - S ~J).x)
o

(6-20)

Equations 6-15 and 6-20 lead to

D =--9..- =1ScJ).x
o

(6-21)

Equation 6-21 specifies that the channel diffusivity qj2S be equal too
the "grid diffusivity" cJ).xj2.

Equations 6-19 and 6-21 enable the calculation of J).x and Llt as
a function of the flow variables. In this regard, it should be noted
that the space interval computed from Eq. 6-21 is the same as the
"characteristic length" on which the Kalinin-Milyukov method is based
(7). However, the method described here leads to a routing equation
(Eq. 6-17) which is much simpler than that of the Kalinin-Milyukov
method.

6.6 CALCULATION OF SPACE AND TIME INTERVALS FOR SIMPLIFIED ROUTING
EQUATION

From Eqs. 6-19 and 6-21, the space and time intervals are given by

(6-23)

(6-22)

Llt =J).x =~
c S c2

o

For natural (nonprismatic) channels, the channel friction and
cross-sectional shape are implicity stated in the following steady-state
discharge-area relation:

and
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Q =aA~ (6-24)

in which A =cross-sectional flow area; and a and ~ =a coefficient
and exponent, respectively.

The flood wave celerity is the kinematic wave celerity defined as

c =dQ =a~A~-1 =1!9. =~
dA A A

in which B = top width. From Eqs. 6-22 and 6-25:
_ A

b.x - ~BS
o

(6--25)

(6-26)

and

b.x
Llt =- =c

2-~A (6-27)

Some judgment is required in the choice of the reference hydraulic
variables (i.e., q, A and B in Eqs. 6-25 to 6-27) on which to base the
calculations of b.x and Llt. The use of average quantities is usually
sufficient from the standpoint of accuracy.

6.7 TESTING OF SIMPLIFIED ROUTING EQUATION

The testing of a mathematical model usually hinges upon whether the
model can reproduce measured field data. When discrepancies occur,
however, it is very difficult and sometimes impossible to determine
whether they are due to errors in the numerical solution, in the estima
tion of the parameters, or in the measured data. A procedure currently
open to question consists of lumping all these errors into one, and
adjusting the model parameters to fit the measured data in what has been
referred to as "calibration."

A sounder approach consists of isolating the sources of error in
order to study their effects separately. This is done by performing
both a hypothetical test and a real data test. The hypothetical test is
designed to isolate the effects of numerical accuracy on the model
results. On the other hand, the real data test is designed to provide
information on the accuracy of the parameter estimation. Errors in the
measured data can only be assessed from a qualitative standpoint.

Hypothetical Test. A hypothetical test using the classical example
of Thomas (9) was set up to test the simplified method described
herein. The following two runs were made: (1) A test run using the
simplified method; and (2) a control run using the conventional constant
parameter method. In the test run, X was made equal to zero and K
equal to Llt. Accordingly, the space and time intervals were calculated
to be b.x =13.5 miles (21.7 km) and Llt =2.16 hr.

In the control run, the space and time intervals were specified to
be b.x = 25 miles (40 km) and Llt = 6 hr. This resulted in X =0.228
and K =Llt/l.5. The following hydraulic variables were used in both
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tests: (1) Base flow = 50 ds (1.4 m3/s); (2) peak inflow = 200 ds
3 3(5.7 m Is); (3) reference flow =125 cfs (3.54 m Is); (4) channel length

=500 miles (800 km); and (5) channel bed slope =1 ft/mile (0.19 m/km).

The calculated results for peak outflow = 177 cfs (5.1 m3/s),
travel time =128 hr, and hydrograph shape were essentially the same for
both runs. Therefore, the demonstrated grid-independence of the results
can be taken as a measure of the soundness of the simplified method.

Real Data Test. A real data test using flood data measured by the
United States Geological Survey in the 45-mile (72 km) reach of the
Neuse River, between Goldsboro and Kinston, NC, was set up to further
test the simplified routing Eq. 6-17. The details of the data are given
in Amein and Fang (1) and Chen (2).

The reference cross-sectional area and top width were chosen to
correspond to the average hyraulic depth in the reach: A = 17,900

square ft (1,660 m2); and B = 2,900 ft (890 m). The average rating
curve constants are the following: (l = 12, and ~ = 0.74; and the
equilibrium water surface slope is S = 0.000133. From Eqs. 6-26 and
6-27, the space and time intervals werg calculated to be ax =11.9 miles
(19 km), and at = 25 hr. These values were further adjusted to ax =
11.25 miles (18 km) and at = 24 hr, thus providing an even number of
grid points (four computational reaches and 19 time steps). In order to
account for the lateral inflow, the discharge calculated by Eq. 6-17 was

corrected by adding QL = 2qLax/3 =396 cfs (11.2 m3/s) at every compu

tational cell (see Appendix I).

The following general observations are made (Fig. 6-2):

1. None of the methods can reproduce exactly the measured
hydrograph at Kinston. The reason for this lies in the uncertainty
regarding the amount of lateral inflow which is likely to be space and
time dependent. Amein and Fang (1) have documented the sensitivity of
the calculated results to the lateral inflow, and have used a constant
qL (lateral inflow) in their model.

2. Table 6-2 shows a comparison of the results for peak flow
depth and time of passage for the measured data, implicit method and
simplified method. In view of the uncertainties involved in the estima
tion of the amount of lateral inflow, the results of the simplified
method are certainly within reason.

3. The simplified method belongs to the family of diffusive wave
models. The applicability of these models has been treated in detail
elsewhere. (see Chapter 14).

6.8 PARAMETER RANGE AND ACCURACY

The question of what limits to impose on the reach length ax has
puzzled the users of the Muskingum method. Computational experience
indicates that for very large values of ax, the accuracy of the overall
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computation may suffer. Weinmann and Laurenson (10) have suggested an
upper limit for ~ given by:

(6-28)

in which c = flood wave celerity; T = duration of rise of inflow
hydrograph; and X =Muskingum parameter.r On the other hand, Koussis '(6)
recommends a more conservative upper limit for ~:

I::ix < cLlt
- 2X (6-29)

in which Llt = time interval. The question of an upper limit on I::ix
for accuracy considerations has to be answered by considering not only
the Courant number C, but also the cell Reynolds number D. If accuracy
is to be preserved, the following inequality should hold:

CD ~ t (6-30)

In practice, a value of t =0.25 will provide satisfactory results for
most cases.

The question of the lower limit for ~ has also led to some
confusion. A lower limit for ~ would imply that there is an upper
limit for C and D. However, experience shows that values of C > 1 do
not lead to stability problems. This behavior is explained by recalling
that the Muskingum method is a spatially-weighted finite difference
formulation of the kinematic wave equation. This feature prOVides
unconditional stability with respect to the Courant condition (8).
Furthermore, there appears to be no theoretical upper limit for D.
Values of D > 1 imply that X < 0, a condition which has come to be
widely recognized as a physical impossibility. However, values of D >
1 can be safely used, and no physical unreality is attached to the
results of the computations.

6.9 SUMMARY

The constant and variable parameter Muskingum-Cunge methods are
described and compared. The use of the variable parameter method is
justified in the cases where a more exact definition of the hydrograph
shape is desired. For all other cases, the use of the constant param
eter method in which the reference discharge is carefully chosen, will
provide sufficient accuracy for practical purposes.

A simplified routing method is described, in which the space and
time intervals are specified in such a way that X =0 and K =Llt. In
this case, the routing equation reduces to the computation of a simple
average. Testing of this method shows that reasonably accurate results
can be obtained with a minimum of computational effort.

Finally, a criterion is given regarding grid size, if accuracy is
to be preserved in flood routing computations using the Muskingum-Cunge
method. This criterion is readily satisfied in most cases of practical
interest.
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APPENDIX 1. -DERIVATION OF LATERAL INFLOW TERM

The Muskingum routing equation with lateral inflow is:

in which

Qn+1

j+1
=C Qn + C Qn+1 + C Qn + Q

L1 j 2 j 3 j+1
(6-31)

(6-32)

Since c = 6x/K, and for the condition K =8t and X = 0, Eq.
6-32 reduces to

(6-33)
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APPENDIX III. - NOTATION

The following symbols are used in this chapter:

A =cross-sectional flow area,

B =channel top width,

C =Courant number;

C1 =coefficient, Eq. 6-7,

C2 = coefficient, Eq. 6-8,

C3 =coefficient, Eq. 6-9,

c =flood wave celerity,

d = flow depth;

j =spatial index;

K =Muskingum parameter;

n =temporal index;

Q =discharge;

QL =lateral inflow;

q =unit-width discharge;

qL =lateral inflow per unit of channel length,

T = duration of rise of inflow hydrograph;
r

X =Muskingum parameter,

a = coefficient in Eq. 6-24, and

~ =exponent in Eq. 6-24.
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9.1 INTRODUCTION

The properties of numerical methods, specifically in relation to
the use of finite differences for the solution of unsteady open channel
flow problems, are presented in this chapter. First, some basic
concepts on the calculus of finite differences are given, followed by
a classification of finite difference schemes into: (1) explicit; and
(2) implicit. Finally, the properties of numerical solutions, Le.,
stability, consistency and convergence, are described in relation to
the type of difference scheme and the associated differential equation.
Appendix I contains a Glossary of Terms designed to help the reader gain
familiarity with the terminology in common use in this area.

9.1 FUNDAMENTALS OF THE CALCULUS OF FINITE DIFFERENCES

This section presents several basic concepts regarding the use of
finite difference methods in open channel flow computations. The
emphasis throughout this section is on developing the proper background
for a better understanding of the numerical properties of finite
difference solutions.

Difference Equations. A difference equation is an algebraic
equation relating the values of one or more dependent variables (say,
discharge Q, or stage y) defined on a discrete domain of one or more
independent variables (space x or time t). The discrete domain is
represented as a grid system on the x-t plane.

The difference equation is obtained by the application of a certain
finite difference scheme to the differential equation describing the
problem under consideration. This procedure allows the conversion of
an analytical statement of the problem (for which a solution may be
either difficult or impossible), into an algebraic statement for which
a numerical solution can generally be made available.

The properties of numerical solutions are closely associated with
the properties of the differential equations from which they derive.
Therefore, the study of differential equations is the logical starting
point in the understanding of the properties of numerical solutions.
Differential equations can be of two types: (1) ordinary (one
independent variable); and (2) partial (two or more independent
variables). The differential equation which arises most commonly in
hydraulic computations is the second order partial differential equation
in two independent variables and one dependent variable. Accordingly,
this type of equation will be discussed here in more detail.

Differential Equations. The second order partial differential
equation can be derived by combining, under the proper assumptions, the
two first order partial differential equations of water continuity and
motion. In general, the linear form of this equation is:

a2p a2p a2p
A(x,y) 2 + B(x,y)axay + C(x,y) 2

ax ay

+ D(x,y)~ + E(X,y)~ + F(x,y)p + G(x,y) =0
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in which ~ =dependent variable; x,y =independent variables; and A, B,
C, D, E, F, and G = coefficients. Equation 1 can be classified into
the following three types: (1) elliptic; (2) parabolic; and (3)

hyperbolic. The value of the discriminant a = B
2

- 4AC determines the
type of equation, and with it, the properties of its solution. If
a < 0, the equation is said to be of elliptic type; if a = 0, the
equation is parabolic; and if a > 0, the equation is of hyperbolic type.
As an illustration of these concepts, consider first the Laplace
equation for two-dimensional potential flow:

(9-2)

In Eq. 9-2, the values of the coefficients of Eq. 1 are: A = 1; B = 0;
and C = 1. Therefore, a = -4, and the Laplace equation is of the
elliptic type.

Consider another example: that of the convection-diffusion
equation which is applicable to flood propagation problems. In its
linear form, it is expressed as:

(9-3)

Equation 9-3 is parabolic, since A = -~; B = 0; and C = 0; leading to
a =o. Furthermore, the linear wave equation:

a2u 2 a2u
0 (9-4)

at2 -
c

ax2 =
is of the hyperbolic type, since A 2

B O· and C 1· leading to= -c ; = =, ,
a = 24c .

Elliptic equations are generally associated with equilibrium or
steady-state problems in two spatial dimensions. For example, the
velocity potential for the steady flow of an incompressible inviscid
fluid satisfies Laplace's equation, and it is the mathematical way of
expressing the fact that the rate at which such fluid enters a given
region is equal to the rate at which it leaves it. The analytical solu
tion of an elliptic equation is a function of the space variables x and
y which satisfies the differential equation at every point of an area A
inside a domain limited by a plane closed curve C (see Fig. 9-1), and
satisfies certain conditions at every point of this curve. Those are
termed the boundary conditions. Problems associated with elliptic equa
tions are sometimes referred to as "boundary value" or "jury" problems.

Parabolic and hyperbolic equations arise in connection with
unsteady problems in one spatial dimension. In contrast to the closed
domain typical of the elliptic case, parabolic and hyperbolic problems
are characterized by a "open" domain (Fig. 9-2). Therefore, in addition
to the differential equations, initial conditions (t = 0) and boundary
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Figure 9-1. Schematic portrayal of the closed domain associated
with elliptic equations.
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conditions (e.g., x = 0) need to be specified. Problems associated
with parabolic and hyperbolic equations are also referred to as "mixed
initial-boundary value" or "marching" problems, the latter ostensibly
because of the way in which they propagate the solution forward from
one time level to the next in a step-by-step fashion.

The essential difference between parabolic and hyperbolic equations
is the number of solutions. Parabolic equations possess only ·one
solution, while hyperbolic equations invariably lead to two solutions.
The awareness of this difference can be of significant help in the study
of the behavior of numerical solutions of parabolic and hyperbolic
equations.

Finite Difference Operators. A numerical solution by a finite
difference method requires that the domain of the independent variables
(space and time) be discretized into a finite number of grid points.
The set of grid points within the domain is referred to as the grid
system, or grid configuration. The properties of the numerical
solution, namely, stability, consistency and convergence, are determined
by: (1) the pattern and spacing of grid points; (2) the nature of the
problem being solved; and (3) the structure of the finite difference
"scheme" being used to solve it.

A finite difference scheme is a computational molecule consisting
of one or more finite difference operators. Difference operators can
be of the following three types: (1) forward; (2) backward; and (3)
central. For instance, the differential operator a~/ax can be discre
tized on the x domain around grid point j using a forward differ
ence operator (~'+l-$.)/fu{; a backward difference operator (~.-~. 1)!fu{;

J J . J J-
or a central difference operator (~j+1-~j_l)/2fu{, (see Fig. 9-3).

Forward Difference
•

------(O)---~.-----t.-------.......-
j-I j j+1 x

Backward Difference

• • 0
j-I j j+1

Central Difference
,r .A...

"'• 0 •j-I j j+1

x

x

Figure 9-3. Difference operators.
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In order to study the . properties of difference operators, assume
that the function ell can be expanded in Taylor series, leading to:

(9-5)

(9-6)

The order of approximation (order of error) of the forward
difference operator can be obtained from Eq. 9-5:

(9-7)

in which o(ax) denotes the order of error, given by the exponent of ax.

Likewise, the order of error of the backward difference operator
can be obtained from Eq. 9-6:

(9-8)

Here again, the error is of first order. Finally, substracting Eq. 9-6
from Eq. 9-5:

(9-9)

which shows that the error of the central difference operator is of
second order.

On the basis of the foregoing analysis, it is concluded that the
off-centered (forward and backward) difference operators lead to first
order errors, while the central operator leads to second order errors.
For the same grid spacing (ax), second order errors are smaller than
first order errors. Stated in more general terms, the higher the order
of the error, the closer the approximation of the numerical solution to
the analytical solution. This fundamental property of difference
operators is of significant value in connection with the problem of
stability, consistency and convergence to be treated later in this
chapter.

9.3 TYPES OF FINITE DIFFERENCE SCHEMES

Finite difference schemes can be either: (1) explicit; or (2)
implicit. Explicit schemes lead to a difference equation containing
only one unknown variable. For instance, in Fig. 9-4, assume that the

9-5



values of Q> are known at time level n and unknown at time level
(n+1). An explicit scheme for the diffusion equation

is

~ a2
Q>

at = IJ 2ax
(9-10)

n n n
Q>·+1- 2Q>.+Q>. 1

J J r
IJ Ax2

(9-11)

from which the unknown value of Q>~+1 can be calculated directly.
J

Implicit schemes lead to a difference equation containing more than
one unknown variable. An implicit scheme for the diffusion equation
is (see Fig. 9-5):

Q>~+1_Q>~

J at J = IJ

tl\n+1_2t1\n+1 tl\n+1
"'·+1 ",. +",. 1J J r

ax2 (9-12)

in which the unknowns occur in triads, and the solution requires the
inversion of a matrix.

Explicit vs. Implicit Schemes. The choice between explicit and
implicit schemes generally involves considerations of the cost of
program development vs. the cost of program operation. Explicit schemes
are easy to formulate and program for use with a computer, resulting in
lower development costs. However, they are usually subject to a strict
stability condition, which effectively places are upper limit on the
size of the time step that can be used in practice.

Implicit schemes, on the other hand, are free from the stability
condition usually imposed on explicit schemes. Therefore, there is no
limitation on the size of the time step for stability reasons. The time
step, however, cannot be chosen arbitrarily large. Care should be taken
to ensure that the continuum problem is being properly discretized. For
instance, large errors would result if a hydrograph of 24-hr duration
(T=24) is simulated by using a time step of, say, 12 hours (at=12).

Not all explicit schemes are subject to a stability condition. For
instance, for convection-diffusion problems, unconditionally stable
explicit schemes can be formulated. Furthermore, implicit schemes
cannot be regarded as altogether free from stability problems.
Instability due to nonlinear interaction, roundoff errors, improper
boundary conditions, etc., are often present in computations using an
implicit scheme. The use of weighting factors (off-centering the
temporal or spatial derivatives) is common in this connection,
ostensibly to allow the operation of an otherwise unstable numerical
scheme.
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The advantage of being able to use a comparatively larger time step
with implicit schemes is somewhat offset by the additional complications
involved, including the need to solve large sets of simultaneous
equations. Still, the choice between explicit and implicit schemes
remains primarily one of cost, although convenience and efficiency
playa significant role.

9.4 STABILITY AND CONVERGENCE

The properties of numerical solutions are conveniently discussed in
terms of the concepts of stability and convergence. In order to
illustrate these concepts, the following definitions are introduced [2].
Let D, b.. and N be the solution to the differential equation, the
solution to the difference equation, and the numerical (actual)
solution, respectively. The quantity (b..-N) is defined as the roundoff
error. It exists because of the inability of the computer to carry out
the numerical computations to an infinite number of decimal places. The
quantity (D-b..) is the discretization error due to the finite distance
between two neighboring grid points. Stability is associated with
conditions such that the roundoff error is small throughout the region
of integration. Convergence is related to the size of the discretiza
tion error.

Stability. In general, stability refers to the ability of a
numerical scheme to inhibit error growth. An unstable scheme is that
in which a certain type of numerical error (usually roundoff error) is
allowed to grow unbounded until it eventually spoils the calculations.
The causes of instability are related to the following: (1) the type of
differential equation (e.g., ordinary, partial; first order, second
order; linear, nonlinear); (2) the type of continuum system (e.g.,
elliptic, parabolic or hyperbolic, in the case of linear second partial
differential equations); and (3) the type of finite difference scheme
(explicit or implicit).

Explicit schemes of hyperbolic systems are subject to the Courant
Friedrichs-Lewy stability criterion. This criterion states that for
stability to be maintained, it is necessary that the domain of
dependence of the difference equation encompass the domain of dependence
of the differential equation (see Fig. 9-6). This leads to:

b..x
b..t ~ c (9-13)

in which c =phase velocity of the physical wave. For a given c and
b..x, Eq. 9-13 effectively imposes as upper limit on the size of the b..t
that can be used in practice. This may often result in an inefficient
computation due to the large number of time steps necessary to solve a
particular problem.

In implicit schemes, the domain of dependence of the difference
equation entirely encompasses the domain of dependence of the solution
(see Fig. 9-7). Therefore, implicit schemes are not limited by the
Courant-Friedrichs-Lewy criterion. Their unconditional stability allows
the use of larger time steps than those usually possible with explicit
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schemes. The time step, however, cannot be chosen arbitrarily large.
There is a practical limit dictated by the grid resolution above which
accuracy would be considerably impaired. In order to remain within
reasonable error bounds, experience dictates that the value of TILit
should be greater than 15.

Implicit schemes are not totally free from stability problems.
Instabilities of a different nature (e.g., nonlinear interaction,
improper boundary conditions) can sometimes plague computations using
an implicit scheme. As an illustration of this fact, the Preissmann
implicit scheme [1], when used in connection with the Saint Venant
equations, can lead to instabilities for certain values of the
weighting factor. In the Preissmann scheme, the spatial derivative
a~/ax is discretized as:

(9-14)

in which a =weighting factor, restricted in the range 0.5 < a < 1.0.
Within this range, the lower the value of a, the more the likelihood of
instability. In practice, values of a > 0.55 are used to suppress any
unstable tendencies which may tend to develop during the computations.

Consistency and Convergence. Consistency refers to the ability of
a numerical scheme to produce a solution that approaches the analytical
solution as the discretization is made exceedingly small. Convergence
is a measure of the size of the discretization errors in anyone
numerical solution. These concepts are conveniently illustrated by
the use of error portraits, as shown in Fig. 9-8. In this figure, the
grid resolution (spatial LILix or temporal TILit) is plotted in the
abscissas, and the convergence ratio R, defined as the ratio of
numerical to analytical solutions, is plotted in the ordinates. The
property of consistency is illustrated by comparing the error portraits
of schemes labeled A and B. As the grid resolution increases, scheme A
is shown to be consistent with the differential equation; the opposite
can be said of scheme B.

The property of convergence is illustrated by comparing the errors
portraits of schemes A and C. While both schemes may be in error for
low values of grid resolution, it is apparent that for the same
accuracy, scheme C requires a much higher value of grid resolution.
Scheme A is said to "converge faster" than scheme C.

In explicit schemes, convergence is usually associated with· a
certain grid configuration which is a function of the properties of
the continuum problem. For instance, the convection equation:

ac acat + u ax =0

9-10

(9"15)



1000100

or T I ~t

10

L/~x

O. I L-_U...L-...1-.....L.-J....L.I...u.L_---..JI.....-..L-l....I....J..l...u..L._--L---..JL.-I.-I-.Lo.U..&.I

I

a:
.2-oa:
CD
u
c
CD
Ot...
CD
>
C
o

(,)

Figure 9-8. Schematic error portraits illustrating the
concepts of consistency and convergence.

in which C = concentration, can be discretized using the so-called
upstream differencing scheme (Fig. 9-9):

C~+l_C~ C~-C~ 1
J at J + u Jaxr =0 (9-16)

In this case, optimum convergence (R~1) is achieved where the
computational time step at equals the characteristic time step atc '
given as:

at = ax
c u (9-17)

Since this is precisely the upper limit from the stability standpoint,
it is common practice to set at =0.9 at , assuring both stability and
adequate convergence. c

In implicit schemes, convergence is associated with a certain
combination of weighting factor and grid resolution. In general, the
closer the weighting factor is to a central value (e.g., a~0.5), the
better are the convergence properties of the numerical solution. This
behavior is illustrated in Fig. 9-10.

Stability vs. Convergence.
stability and convergence are
tions, i.e., the more stable
Therefore, the task is to

Generally speaking, the properties of
at odds in numerical modeling applica
the model, the less convergent it is.

seek an optimum compromise between the
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conflicting demands of stability and convergence. To the extent that
this can and has been done, numerical modeling remains a powerful tool
for the solution of unsteady open channel flow problems.

9.5 SUMMARY

An introductory treatment of the properties of numerical solutions
is given in this chapter. Difference equations are discussed in ·the
context of the differential equations from which they derive. The order
of error of several finite difference operators of 8cl>/8x is
calculated by using Taylor series. A finite difference scheme is
defined as a computational molecule consisting of one or more finite
difference operators. Difference schemes are classified into: (1)
explicit; and (2) implicit.

Stability and convergence are discussed by focusing on the concepts
of roundoff errors and discretization errors. Stability is related to
roundoff error; convergence, to dicretization error. An overview is
given of the stability and convergence properties of finite difference
schemes. Emphasis is placed on the difference between explicit and
implicit schemes.

APPENDIX I. - GLOSSARY OF TERMS

Analytical Solution: The solution of the differential equation obtained
by analytical means.

Characteristic Length: A typical measure of length of the continuum
problem (e.g., wavelength L).

Characteristic Time: A typical measure of time of the continuum problem
(e.g., wave period T).

Continuum: A differential equation containing physical variables
possessing continuous derivatives throughout their domains.

Convergence Ratio: The ratio of numerical and analytical solutions.
Difference Eguation: Algebraic equation relating the values of one or

more dependent variables defined on a discrete domain of one or more
independent variables.

Difference Operator: A.lgebraic expression representing a function or
its derivatives.

Discretization: The process of dividing the continuum domain into a
finite number of intervals.

Discretization Error: Error introduced in the numerical solution due
to the inability of the grid system to properly resolve the continuum
problem.

Discretization Made Exceedingly Small: The process of reducing the
discrete intervals, such that 6x~O, and ~t~O.

Domain of Dependence: In the method of characteristics, the spatial
domain encompassed within positive and negative characteristics
emanating from a given grid point.

Error: Any deviation introduced in the numerical solution which causes
-Uto depart from the analytical solution.
Error Portrait: A plot of the convergence ratio vs. the grid

resolution.
Finite Difference Scheme: A computational molecule consisting of one or

more finite difference operators.
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Grid Resolution: The ratio of a characteristic measure of the continuum
system to a characteristic measure of the discrete system (e.g.,
spatial resolution L/~, or temporal resolution T/~t).

Grid System: A discrete representation of the continuum domain with the
purpose of identifying the values of dependent variables at
specific locations (e.g., nodes).

Numerical Accuracy: A measure of the closeness of the numerical
solution to the analytical solution.

Numerical Solution: The solution of the numerical problem, i. e., the
solution obtained by the computer using numerical methods.

Order of Error: The exponent of the discrete interval of the leading
error term.

Roundoff Errors: Error due to the inability of the computer to carry
out the numerical computations to an infinite number of decimal
places.

Weighting Factor: A parameter of a numerical scheme used to control
stability and convergence.

APPENDIX II. - REFERENCES

1 Liggett, J. A. and Cunge, J. A., "Numerical Methods of Solution of
the Unsteady Flow Equations," Chapter 4 in Unsteady Flow in Open
Channels, K. Mahmood and V. Yevjevich, eds., Water Resources
Publications, Fort Collins, Colorado, 1975, pp. 89-182.

2 O'Brien, G. G., Hyman, M. A., and Kaplan, S., "A Study of the
Numerical Solution of Partical Differential Equations," Journal of
Mathematics and Physics, Vol. 29, No.4, 1950, pp. 223-251.

APPENDIX II. - NOTATION

The following symbols are used in this chapter:

A, B, C, D, E, F, G =coefficients, Eq. 9-1;

C = concentration;

c =celerity, phase velocity;

D =solution of the differential equation;

N =numerical solution;

Q =discharge;

t =time variable;

u =velocity;

x =space variable;

y = stage;
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·e

~ = discriminant, solution of the difference equation;

~t =time step (time interval);

~t =characteristic time step;
c

~ =space step (space interval);

8 =weighting factor of a numerical scheme;

~ =diffusion coefficient; and

~ =a dependent variable.

Subscripts

j =space index.

Superscripts

n =time index.

9-15



14.1
14.2
14.3
14.4
14.5

CHOICE OF MODELS IN ENGINEERING PRACTICE

by

V. MIGUEL PONCE

TABLE OF CONTENTS

INTRODUCTION . . . . . . . . . . . . . . . . . . .
PHYSICAL VS. MATHEMATICAL MODELS .
MATHEMATICAL MODELS OF UNSTEADY OPEN CHANNEL FLOW
THE CHOICE OF A FLOOD ROUTING METHOD . . . . . . .
SUMMARY .
APPENDIX I. - REFERENCES
APPENDIX II. - NOTATION .

14-1
14-1
14-2
14-8

14-11
14-12
14-12



14.1 INTRODUCTION

The objective of this chapter is to provide the reader with certain
basic tools to enable him to make an informed decision regarding the use
of models in engineering practice. First, a brief treatment is given on
the use of mathematical models, vis-a-vis the physical models. This is
followed by a description of several mathematical models of open channel
flow, including those used in watershed and channel routing computa
tions. Finally, a systematic way of selecting the routing model most
adequate for a particular problem is presented.

14.2 PHYSICAL vs. MATHEMATICAL MODELS

Ever since the digital computer became of widespread use, a large
number of problems in hydraulic engineering have been solved by mathe
matical models. These models utilize the computer to solve by numerical
methods an analytical equation which governs the physical process under
consideration. Before the advent of the computer, the large amount of
calculations usually involved in mathematical models precluded their
extensive use. Therefore, in order to solve complex problems for which
no analytical solution was available, engineers resorted to the use of
reduced-scale replicas referred to as physical models.

The question is often raised as to whether mathematical modeling
will one day supersede physical modeling in most routine hydraulic
engineering calculations. The answer at the time of this writing is
probably a qualified "yes". Provided the computational capabilities of
modern digital computers continue to increase as they have in the past,
the profession will surely see a gradual trend towards the increased use
of mathematical models. In addition, it is also necessary that the users
of these models be stepped in the modern concepts of numerical
mathematics, so that they are better able to understand and 'use the
models effectively.

For the time being, the question of the choice between physical and
mathematical models appears to be dictated primarily by the type of
problem at hand, and to some extent, by considerations of cost and
convenience. No definitive statement can be made regarding the overall
superiority of one of the approaches over the other. However, the
capabilities and limitations of both approaches are widely recognized.
For one thing, it is known that physical models work best when applied
to a specific channel reach or structure, in the search for additional
detail on the flow patterns, or on the movements of bed and suspended
sediment. For very long reaches, the combined effect of scale distor
tion and the absence of full dynamic similarity will usually increase
the difficulty of interpreting the results of the model. The assessment
of an upper limit on the length of reach that can be satisfactorily
modeled in a physical laboratory environment is indeed a very subjective
matter, but to quote from de Vries, "it can be said that a reach with a
maximum length of 10 kID is the limit in practice [I]."

While physical models can be used to look at detailed problems and
are not very adept at handling large scale problems, mathematical models •
are altogether different. These models can be formulated in one, two or
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three spatial dimensions. The latter is by far the one that best
approximates physical reality, but it is still within the realm of
research. Two and one-dimensional models are now being used in
practice, although the two-dimensional models are significantly more
complicated than their one-dimensional counterparts, and therefore,
require highly trained and competent staff to develop and run them.

The one-dimensional models of steady and unsteady open channel flow
are now within the reach of practicing engineers all over the world.
These models are very flexible with regards to problem scale, and they
can accommodate small scales as well as large scales. However, it is
only in the physical laboratory environment that one-dimensional
representations of overall-scale problems can be achieved. For the most
part, in the real world, one-dimensional flow representations are
possible only in the context of large scale problems, such as flood
waves encompassing long river reaches. Therefore, the one-dimensional
mathematical model can be applied to precisely the problems that the
physical model is unable to handle properly: those involving large
scale river processes. To this effect, physical and mathematical models
are often used as complementary tools in the analysis of hydraulic and
hydrologic problems.

Two- and three-dimensional models are gradually getting established
in the research community, and some leading organizations are now
beginning to use them on a routine basis. Two significant barriers will
need to be overcome if these models are to have a place in engineering
practice: (1) the increase in computational speed of present day
computers, making possible the operation of two- and three-dimensional
models at a cost that would be competitive with that of physical models;
and (2) the increase in our understanding of the governing physical
processes, since the numerical (computer) model can only be as good as
the mathematical theory and equations on which it is based. It can be
generally said that the increase in our understanding of the physical
process has not kept pace with the accelerated (quantum) increase in our
capabilities to develop and run numerical models. If mathematical
modeling is to enjoy a period of sustained growth, the current and
future effort in both basic and applied research will have to be well
balanced.

14.3 MATHEMATICAL MODELS OF UNSTEADY OPEN CHANNEL FLOW

In general, mathematical models of unsteady open channel flow can
be classified in the following two broad categories: (1) reservoir
routing; and (2) channel routing. The essential difference between the
two is that in the reservoir case the water surface slope is assumed
equal to zero, while in the channel case is generally has a nonzero
value. In addition, the channel routing category can be classified
into: (1) kinematic wave routing; (2) diffusive wave routing; and (3)
dynamic wave routing. The scope and range of applicability of these
routing methods is described below.

Reservoir Routing. The reservoir routing methods are applicable to
the cases in which the predominant physical mechanism is that of
storage,- i~e., those cases that are properly described in terms of the
spatially-integrated form of the water contunity equation:
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(14-1)

I - 0 = dV (14-1)
dt

in which I =inflow to the reservoir; 0 =outflow from the reservoir;
V =volume of storage; and t = time. Notice that no explicit account
is made of the length and width of the reservoir, but rather, the
overall size and shape are included in the concept of volume of storage.

Any reservoir routing technique, such as for instance, the level
pool, (Puls) routing technique described in Chapter 3, can be used to
simulate unsteady flows through lakes or reservoirs. The underlying
assumption, of course, is that the water surface slope in the reservoir
remains equal to zero. In general, this assumption is justified for
most cases of practical interest. However, in certain situations, the
validity of the assumption may be suspect, especially if the following
conditions concur: (1) a sizable backwater effect of the reservoir,
primarily due to the small energy slope in the feeder channel; and (2) a
small reservoir compared to the feeder stream or channel. In this case,
the accuracy of the reservoir routing can be improved by using a rout
ing technique that takes account of the slope of the water surface,
i.e., a dynamic wave routing.

Kinematic Wave Routing. The channel routing method known as
kinematic wave routing is the most likely simplified of all the channel
routing methods. It is based on the neglect of the inertia and pressure
forces of the equation of motion, leading to:

s = Sf 0

However, the unsteady chacter of the motion is preserved through the
rate-of-rise term of the equation of continuity.

Kinematic wave routing is strictly applicable to kinematic waves,
i.e., waves in which the inertia and pressure forces are so small, that
they are negligible compared to the terms shown in Eq. 14.1. The
criteria to determine whether a wave is kinematic, and thus, subject to
kinematic wave analysis, is due to Liggett and Woohliser [3], and to
Ponce, et a1., [5]. These two criteria are described and compared
below.

The Kinematic Flow Number. Liggett and Woolhiser [3] studied the
range of applicability of the kinematic wave in connection with overland
flow computations. They considered the Saint Venant equations, and
showed that through an appropriate normalization of variables, the flow
characteristics could be expressed in terms of the following two
dimensionless parameters:

and

F
o =

uo (14-2)
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k =
S L
00

F 2do 0

(14-3)

in which u =normalizing mean velocity; d =normalizing flow depth;o 0

L = normalizing length; S = channel bed slope; F = Froude number; and
000

k =kinematic flow number. The parameters F and k are not indep~n-
2 0

dent, since k contains F . An alternative formulation is given by
o

Woolhiser and Liggett [6] as:

S L
k' = 0 0-d-

o
(14-4)

in which k' is a parameter related to the kinematic flow number by:

(14-5)

(14-6)

Liggett and Woolhiser [3] found that for values of k > 20, the
kinematic wave is a very good approximation of the unsteady flow
phenomena. For values of k < 10, the approximation is a very poor one.
In addition, Morris and Woolhiser [4] have recently reported that for
low values of F ,the kinematic wave approximation is valid provided
k' > 5. For F g 0.5, this condition is compatible with Liggett and

o
Woolhiser's [3] k > 20.

In determining the value of k or k', the question remains as to
the proper values of the normalizing quantities u, d and L. The

000

quantities u and d are a typical mean velocity and flow depth,o 0

respectively. However, the determination of L is not immediately
o

apparent. Woolhiser and Liggett [6] used the length of the overland
flow plane in estimating L. On the other hand, Liggett [2] refers to

o
L as the length of a feature (wavelength) in the direction of flow.

o
Apparently, in overland flow applications -the Jength of a flow feature
is of the same order of magnitude as the length of the channel, and the
meaning of L degenerates accordingly.o

In summary, the Liggett and Woolhiser [3] criteria states that for
the kinematic wave to apply, the following inequality should hold:

S L
k =~ > 20

F 2do 0

where L is loosely defined as the length of a flow feature (length ofo
plane in overland flow).

Dimensionless Wave Period. Ponce et al., [5] studied the range of
applicability of the kinematic wave in connection with stream channel
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routing. They took the Saint Venant equations, applied a perturbation
technique and sought a solution in sinusoidal form which led to a system
of homogeneous linear equations. The nontrivial condition for the
determinant of the coefficient matrix yielded the propagation celerity
and logarithmic decrement of small sinusoidal pertubations to the
equilibrium flow, in terms of the steady flow Froude number F and a

o
dimensionless wave number characteristic of the unsteady component. of
the motion. By comparing the logarithmic decrement of kinematic and
diffusive waves, they were able to determine the range of applicablity
of the kinematic wave for stream channel routing computations.

According to Ponce, et al., [5], the kinematic wave will be a good
approximation of the unsteady flow phenomena, provided the following
inequality is satisfied:

TS u
00> ~t =-d-

o
(14-7)

in which t =dimensionless wave period; T =wave period of the
sinusoidal hydrograph; and ~ = a numerical value which is a function of
the specified error tolerance after one period of propagation. Values
of ~ are given in Table 14-1.

TABLE 14-1

VALUES OF ~ VS. ERROR

Error'1;

1%
5%

10%

873
171

83

(14-8)

*Error computed after one period of propagation.

The values of ~ in Table 14-1 are computed on the basis of the
reference hydraulic variables, i.e., values midway between base and peak
flow. For practical application, the error expressed in terms of the
peak values is likely to be a fraction of that indicated in Table 14-1.
Most probably, the error will vary from one-third to one-half of that
indicated in Table 14-1. Assuming for illustration purposes, that a 10%
error in Table 14-1 leads to a 5% error in peak values after one prop
agation period, the kinematic wave will apply within this specified
tolerance if:

TS u
o 0 > 83-d-

o

A comparison with Liggett and Woolhiser's criterion is possible
when it is recognized that:
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T =~~ (14-9)
o

in which L =wavelength; and ~ =kinematic wave parameter (~ ~ 1.5).
Substituting Eq. (14.9) into Eq. (14.8):

L8
--£ > 124 (14-10)

d -
o

which for L ~ L is about an order of magnitude larger than Morris and
o

Woolhiser's [4] k' > 5. This discrepancy is explained by recalling the
essentially different nature of both criteria. Liggett and Woolhiser's
was developed for overland flow applications, and accordingly, was based
on comparing the performance of the kinematic wave solution "at the
basin outlet." Ponce's, et a1., criteria is for stream channel routing
application, and the performance of the kinematic wave is measured
"after one period of propagation." Notwithstanding the differences
involved, it is apparent that both criteria can be effectively used to
assess the applicability of the kinematic wave.

As an illustration, consider a channel with

10 ft, and u = 3 fps.o
For 95 percent accuracy:

TS u
t = 0 0 > 171-d-

o

S = 0.0001, d =o 0

(14-11)

which leads to:

T > 66 days (14-12)

for the kinematic wave to apply to this case.

another example, consider a channel withAs

and u =o
leads to:

4 fps.

S =0.01, d =1 ft,o 0

In this case, the same 95 percent accuracy criteria

T > 1.2 hours (14-13)

Thus, for mild channel slopes, the hydrograph duration (T) has to
be very long for the kinematic wave to apply (very slow using flood
waves). For steep slopes, the hydrograph does not have to be very long.
The steeper the slope, the shorter the duration of the hydrograph
required to satisfy the kinematic wave assumption. The conclusion is
that most overland flow problems can be modeled as kinematic flow.

Diffusive Wave Routing. The channel routing method known as
diffusive (or diffusion) wave routing differs from the kinematic wave in
that it considers the pressure forces, while still neglecting the
inertia terms. Thus, in diffusive wave routing, the equation of motion
is:
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ads = s -f 0 ax (l4-14)

However~ the unsteady character of the motion is preserved through the
rate-of-rise term of the equation of continuity.

Diffusive wave routing is applicable to diffusive waves ~ i. e. ~

waves in which the inertia forces are so small that they are negligible
compared to the terms shown in Eq. 14-14. The applicability of the
diffusive wave is enhanced by the fact that for practical cases of
hydrographs, even when the criteria forces are not negligible, the local
and convective components are likely to be of the same magnitude
but of opposite sign.

The range of applicability of the diffusive wave has been studied
in detail by Ponce, et al., [5]. They applied a perturbation technique
to determine the celerity and attenuation characteristics of sinusoidal
perturbations to the uniform flow. By comparing the celerity and
logarithmic decrement of diffusive and dynamic waves, they were able to
determine the range of applicability of the diffusive wave for stream
channel routing computations.

According to Ponce, et al., [5], the diffusive wave will be a very
good approximation of the unsteady flow phenomena, provided the follow
ing inequality is satisfied:

(14-15)

(14-16)

in which T =wave period of the sinusoidal hydrograph (can be taken as
the hydrograph duration); S = channel bed slope, or equilibrium water

o
surface slope; g =acceleration of gravity; d =typical or average flow

o
depth; and ~ =a value which is a function of the Froude number. For
practical purposes, a value of ~ =30 was identified by Ponce, et al.,
for Froude numbers in the subcritical flow regime.

Applying this criterion to the same set of examples uded for the
kinematic wave, for S =0.0001 and d =10 ft:

o 0

1/2
TSo (~) > 30

o

therefore:

In the second example, for

T ~ 1. 9 days

S =0.01, ando d =1 ft:o

(14-17)

T > 8.8 minutes (14-18)

On the basis of these examples, it is concluded that the diffusive
wave applies for a wider range of bed slopes and hydrograph durations
than the kinematic wave. However, in the cases where inequality 14-16
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is not satisfied, only the dynamic wave can properly account for all the
physical details of the unsteady flow phenomena.

In practice, inequality 14-16 is readily satisfied for a wide
range of hydrograph durations. However, depending on the bed slope,
inequality 14-16 may not be satisfied for very flashy hydragraphs. In
addition, the criterion breaks down in the case where there is a
significant downstream control, i. e., in the flow through reservoirs.
In this case, either a dynamic wave routing or a reservoir routing
technique will apply. The advantage of the dynamic wave is that it can
take into account very ·small differences in water surface elevation, but
if this description is not important, the reservoir routing will
suffice.

Dynamic Wave Routing. The channel routing method known as dynamic
wave routing is based on the complete equation of motion. As such, it
is the most general of all the stream channel routing methods. Since
the equations of continuity and motion constitute a set of first order
partial differential equations, no complete analytical solution is
available. The solution is attempted by numerical means, either by
using the method of characteristics or the finite difference methods.

14.4 THE CHOICE OF A FLOOD ROUTING METHOD

Given the variety of existing flood routing methods, the choice of
a method best suited for a particular problem could be a bewildering
task. In this section, a systematic procedure for choosing a flood
routing method is presented. The procedure is based on the careful
evaluation of the following four criteria: (1) nature of the problem;
(2) input needs; (3) output needs; and (4) utilization of resources
(i.e., associated cost).

Nature of the Problem. The nature of a flood routing problem can
be identified by looking into: (a) the type of physical system; (b) the
type of hydrologic event; and (c) the type of boundary control. The
physical system could be a watershed, an overland flow plane, a stream
channel reach, a reservoir, or a stream channel-reservoir combination.
In general, overland flow and stream channel flow are characterized by a
finite water surface slope. On the other hand, in reservoir systems,
the water surface slope is reasonably taken equal to zero. At a
channel-reservoir confluence, the backwater effect will effectively
reduce the water surface slope to a small but nonetheless finite value.

The hydrologic event could be such that it generates a fast rising,
a normal rising, or a slow rising flood wave. In general, the rate-of
rise and duration of the hydrograph are directly related to the size and
retention characteristics of the contributing watershed. Larger water
sheds with longer retention times will result in hydrographs of longer
duration.

The boundary control could be either: (a) upstream only; or (b)
upstream and downstream. Overland flow planes and most steep stream
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channel reaches are subject to upstream control only; i.e., there is no
need to specify a downstream boundary condition. Reservoir and channel
reservoir systems are usually subject to both upstream and downstream
control. The routing of tributaries through river junctions may also be
subject to downstream control (at the junction), depending on the
relative magnitude of mainstem and tributary flow.

Input Needs. The input needs for flood routing models can comprise
of one or more of the following: (1) upstream inflow discharge or stage
hydrograph; (2) hydraulic data at representative cross-sections; (3)
geometric and topographic data; and (4) historic discharge and/or stage
data for calibration and verification purposes.

The upstream inflow discharge constitutes the upstream boundary
condition to the numerical model. When planning the modeling strategy,
care should be taken to ensure that the upstream boundary condition is
being properly discretized, i.e., that the time step At is
sufficiently small to account for all the details of the wave phenomena.
Otherwise, there will be errors due to insufficient temporal resolution.

The hydraulic data consists of the following: (1) steady-state
stage-discharge relations; (2) Manning's n, or alternatively, stage
conveyance functions. To achieve a great level of detail, the hydraulic
data can be specified at every cross-section to be used in the computa
tion. Alternatively, average values (composite cross-section) can be
used for several cross-sections, albeit at the cost of a reduction in
the overall accuracy.

The geometric and topographic data consists of the following: (1)
wetted perimeter-area relations; (2) top width-area relations; and (3)
stage-area relations. In addition, the distance between adjacent cross
sections is also necessary.

The historic discharge and/or stage data is needed for calibration
and verification purposes. This data is used primarily in the "fine
tuning" of the resistance parameters, be it either Manning's n or the
conveyance functions.

Output Needs. Depending on the problem at hand, the output
requirements (information to be obtained from the model) may comprise of
one or more of the following: (1) peak discharge and/or peak stage at
some or all cross-sections; (2) accurate timings of the travel of the
flood wave; (3) hydrograph shape; and (4) definition of the looped
rating curves at some or all cross-sections.

Utilization of Resources. An important although sometimes
overlooked aspect in choosing a flood routing method is that of the
expenditure of resources, i.e., the total cost, including research and
development, personnel training, and actual model run costs to achieve a
certain objective. In order to adequately estimate the total cost
involved in the use of a flood routing model, the following aspects need
to be considered: (1) manpower utilization for research and develop
ment, training and operation; (2) availability of sufficiently
documented commercial or publicly-owned software packages; (3) computer
hardware requirements; and (4) actual run costs.
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Method Selection. As ,an example, of how to select a method most
suited to a particular set of conditions, the following four general
approaches are examined here in detail: (1) kinematic wave; (2)
diffusive wave; and (4) level-pool routing case. Any flood routing
problem of practical importance can be formulated by using at least one
of these approaches.

The kinematic wave is particularly suited for channel routing. in
steep channels, in which there is little or no downstream control. As
such, it is used to model overland flow phenomena, since the bed slopes
associated with overland flow planes are usually steep to very steep.
Over the last two decades, several mathematical models have been
developed to simulate the watershed runoff process in a distributed
fashion. Invariably, these models use the kinematic wave as a practical
alternative to the more complicated dynamic wave. To the extent that
the Liggett and Woolhiser [3] criterion is satisfied (k > 20), the
kinematic wave is an acceptable model of the flow behavior.

A specific input in the kinematic wave is the discharge-area
relation at each cross-section, which contains information on the
channel geometry and bottom friction. Output is usually given in terms
of peak discharge, accurate timing of the hydrograph peak, and hydro
graph shape. No looped rating curve can be obtained with the kinematic
wave. Furthermore, in discrete (numerical) solutions of the kinematic
wave, care must be taken to ensure that the amount of numerical
diffusion introduced is minimal. Otherwise, the solution would be
essentially a diffusive wave, rather than a kinematic wave.

The diffusive wave is generally well suited for stream channel
routing. Its implicit formulation requires the specification of a
downstream boundary condition, which can partly account for downstream
backwater effects. However, its explicit formulation (Muskingum-Cunge
Method) cannot account for a downstream boundary control. To the extent
that the Ponce, et al.,[5] criterion is satisfied (TS ~g/d > 30), the

o 0

diffusive wave is an acceptable model of the flow behavior. In
practice, a large number of flood waves in stream channels satisfy the
Ponce, et al., criterion.

The explicit formulation of the diffusive wave (Muskingum-Cunge
Method) requires a discharge-area relation at each cross-section, in
order to specify the cannel geometry and bottom friction. The implicit
formulation is based on Manning's n values or conveyance functions. In
this case, historic discharge and/or stage data are needed in order to
"fine tune" the friction coefficients. Output is usually given in terms
of peak discharge, accurate timing of the hydrograph peak, and hydro
graph shape. In addition, the implicit formulation will take account of
the loop in the rating curve.

The dynamic wave is the most general model of unsteady open channel
flow. Its advantages are readily seen in connection with a channel
reservoir system for which the average water surface slope may be too
small to satisfy the diffusive wave applicability criterion. Further
more, the dynamic wave can take full account of backwater effects, i.e.,
it is subject to upstream and downstream control. At the downstream
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boundary, either a stage hydrograph, or a single-valued stage-discharge
relationship can be used. The latter contradicts the solution at the
boundary, but it may be sufficiently· adequate if the loop is not too
large.

Extensive hydraulic, geometric topographic and historic data are
needed to operate a dynamic model. Output is usually given in terms of
peak discharge, peak stage, accurate timing of the hydrograph peak,
hydrograph shape, and looped rating curve at all cross-sections
(excluding the downstream section when a single-valued rating curve is
specified).

The level pool routing method is applicable to the cases in which
the water surface slope can be taken as horizontal, i.e., in reservoir
and lake systems. The input requirements comprise the inflow discharge
to stage hydrograph, and a rel~tionship between outflow and volume of
reservoir storage. The output consists of the outflow discharge or
stage hydrograph.

Cost and Resource Utilization. Once the technical requirements of
a particular problem have been determined, the next step is the evalua
tion of cost and resource utilization. In general, the more precise and
elaborate the method, the greater is the investment in research and
development, training and operational costs, and data collection
requirements. Therefore, the selection of a flood routing method for a
particular application is a highly demanding task. Considerable judge
ment and experience are required in order to make an informed decision
regarding this choice. The information presented here is intended to
provide an appropriate framework to assist the engineer in such a
choice.

14.5 SUMMARY

The subject of the choice of models in engineering practice is
treated in detail. A brief comparison is made between mathematical and
physical models, emphasizing their applicability asa function of
problem scale. Physical models are presently geared for solution of
small scale problems, while mathematical models are best suited to the
study of large scale phenomena. Nevertheless, the scope of application
of mathematical models continues to increase.

A detailed description is given of several mathematical models of
unsteady open channel flow, encompassing a wide range of problems likely
to be encountered in engineering practice. Kinematic, diffusive and
dynamic waves are described, and emphasis is placed on the range of
applicability of the approximate waves. In this connection, the
criteria of Liggett and Woolhiser [3] and Ponce, et al., [5] are
presented.

A systematic appraisal on the way of selecting a routing model is
described. Again, kinematic, diffusive, dynamic and level pool routing
models are treated. The methodology includes the following: (1)
identification of nature of the problem,; (2) assessment of input and
output needs; and (3) evaluation of cost.
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APPENDIX II. - NOTATION

The following symbols are used in this paper:

d = normalizing flow depth;
0

F = Froude number, Eq. 14-2;
0

g = acceleration of gravity;

I = inflow;

k = kinematic flow number, Eq. 14-3;

k' = parameter, Eqs. 14-4 and 14-5;

L = wavelength;

L = normalizing length;
0

0 = outflow;

Sf = friction slope;
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S = channel bed slope;
o

T =wave period of the sinusoidal hydrograph (hydrograph duration);

t = time;

u = normalizing mean velocity;
0

V = volume of storage;

~ = kinematic wave parameter;

~ = numerical value (tolerance); and

t = dimensionless wave period.
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DIGITAL SIMULATION OF HYDROLOGIC SYSTEMS

Hydrologic simulation of all or parts of surface water and
groundwater implies the use of digital computational methods to
imitate historical events or preview the future response of a
hydrologic system (watershed or basin) to a specific plan of
action.

Simulation models can be of a deterministic or stochastic
nature. Deterministic methods describe the behavior of the
hydrologic cycle in terms of mathematical relationships that bear
resemblance to the governing physical processes. Stochastic
methods seek to simulate hydrologic systems by relying on one or
several laws of probability to model the interrelationships
between the hydrologic variables. This monograph concentrates
exclusively on the digital simulation of surface runoff.

1. DIGITAL SIMULATION OF SURFACE RUNOFF

A simulation model isa set of equations and algorithms that
describe a real system and imitate its behavior. In hydrologic
modeling, the real system is a watershed or basin, i.e., a
surface area with clearly defined boundaries, with the property
that water falling above it drains towards one outlet point
located along the main stream, and at the lowest point of the
watershed/basin. The watershed/basin consists of several
physically identifiable features, such as subwatersheds, stream
channels, and natural or man-made reservoirs. Rainfall
precipitates on individual subwatersheds, and usually only a
portion of it (the net rainfall) goes on to constitute direct·
runoff from the watershed. This runoff is commonly expressed as
a discharge or flow hydrograph (a plot of discharge vs time) at
the respective subwatershed outlet. From here, runoff travels
along defined stream channels, with added contributions of
lateral inflow from the subwatersheds along the stream channels.
Routing is the process of calculation of the flow as it travels
downstream, first along a stream channel, and later through a
network of stream channels (with or without reservoirs). This
process continues in the downstream direction until a point of
interest is reached, i.e., a point where a flow forecast,
evaluation or design criteria is called for.

Hydrologic simulation serves different purposes, depending
on the application at hand. For instance, if historic flows are
being input to the model as they occur, the model would be being
used in a flood forecasting mode. If hypothetical design flows
are used, the model is being used for analysis of "what if"
conditions necessary for design. Other possibilities include the
evaluation of hydrologic impact due to urbanization, overgrazing,
controlled forest burning, or any other application where man's
activities on the land surface are likely to significantly alter
the hydrologic response of the watershed to the precipitation
input. .
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Hydrologic simulation is a multiphase activity, encompassing
a variety of tasks, to include: 1) Data collection: 2) Model
selection: 3) Model calibration: 4) Actual runs: and 5) Analysis
of results.

The simulation of all or parts of a watershed or basin
requires a thorough appraisal of the relevant data, including
geometric data, soil and land use data, rainfall and runoff
measurements, and physical characteristics of the various
watershed/basin elements. A general list of data inventory
topics that encompasses most hydrologic/economic models is given
in the Appendix.

2. ELEMENTS OF SIMULATION

Crucial to the task of hydrologic simulation is the
selection of a model which will do an adequate job, given the
available data. Several models are.currently being used
in hydrologic practice, most of them either developed or endorsed
by federal agencies. Before a description of any of these models
is attempted, it is necessary to describe their overall features.

All comprehensive hydrologic simulation models consist of
the following elements: 1) a subwatershed hydrograph generation
method; 2) a stream channel routing algorithm; and 3) a
reservoir routing procedure. In addition, some may include other
features such as extent of inundation, snowmelt calculations and
flood damage analysis.

The first element, the subwatershed hydrograph generation,
is further complicated by the need to abstract the gross
precipitation input (to deduct infiltration and other losses) to
arrive at a value of net precipitation to be converted to runoff.
The hydrograph generation itself is usually based on a "unit
hydrograph," Le., the hydrograph for one unit of runoff lasting
for a certain period of time. This unit hydrograph is convoluted
with the measured or assumed distribution of net precipitation
input, to obtain the composite hydrograph taken as the outflow
from the subwatershed.

Stream channel routing can be either hydrologic (storage
volumes), or hydraulic (values expressed at cross-sections).
Reservoir routing is done by using one of the classic reservoir
routing techniques based on storage indication quantities. Both
stream channel and reservoir routing are subject to the
specification of base flow in one or more of several established
ways. Lastly, a snpwmelt routine could be incorporated in order
to account for runoff due to snowmelt. Table 1 shows five of the
major existing hydrologic simulation models supported by the
various federal agencies, with indication of their principal
features.
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TABLE 1

MAJOR EXISTING HYDROLOGIC SIMULATION MODELS

HEC-l TR-20 USGS HYMO SWMM
(C.of E.) (SCS) (USGS) (ARS) (EPA)

ELEMENTS
Losses

Runoff Curve Number X X
Variable loss rate X
Phillip's equation X
Horton's equation X

Unit Hydrograph
Input as data X X
Dimensionless X

• Clark's X X
Snyder's X
2-parameter gamma distr. X

Stream Channel Routing
Muskingum X
Convex X
Translation-only X
Variable storage coeff. X
Hydraulic X

Reservoir Routing
Storage indication X X X

Base Flow
Input as data X
Constant value X X
Recession equation X

Snowmelt Calculation X

Source: Viesmann et al.: "Introduction to Hydrology. "
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3. SUBWATERSHED HYDROGRAPH GENERATION

The subwatershed hydrograph generation consists of two
parts: 1) the abstractions; and 2) the hydrograph generation
~er see The abstraction is a procedure by which losses due to
~nfiltration, interception, detention storage, etc., are
accounted for and subtracted from the total (or gross) rainfall
to produce the direct (or net) rainfall. Several methods are in
use to calculate the abstractions. As an illustration, the SCS
runoff curve number method is described here in detail.

The SCS runoff curve number method is a procedure developed
by the USDA Soil Conservation Service for use in their hydrologic
calculations, and explained in detail in the SCS National
Engineering Handbook, NEH-4. It consists of a function given in
the form of a graph, relating total rainfall P, and direct runoff
Q, both given in inches. A third parameter in this relationship
is given by the runoff curve number CN, a number varying between
a and 100 which provides a way to obtain Q as a function of P and
CN. This generalized rainfall-runoff relation was developed for
use with usually available rainfall data (nonrecording rain
gages), and therefore the data is based on storms occurring in a
calendar day, with no information on the time distribution of
such storms. Consequently, it does not take into account
rainfall intensities.

The runoff curve numbers to be used for particular
applications are determined based on the following features of
the land: 1) land use or cover; 2) treatment or practice; 3)
hydrologic condition; and 4) hydrologic soil group. Standard
tables and assistance from local SCS offices are useful in
estimating the values of the runoff curve numbers for use in
specific applications. In addition, the method has a provision
for accounting for antecedent moisture, by correcting the normal
curve numbers upwards for wet conditions, or downwards for dry
conditions.

The hydrograph generation consists of three major steps: 1)
the selection of a unit hydrograph; 2) the selection of a design
hyetograph (based on a chosen temporal distribution of net design
rainfall); and 3) the convolutio~ of the unit hydrograph with
the design hyetograph. Each one of these steps is briefly
explained below.

The unit hydrograph is a procedure found in all major
hydrologic models, perhaps due to its simplicity as compared to
the more elaborate distributed parameter models which remain
still at the research stage. The unit hydrograph is defined as
the hydrograph for one unit of runoff lasting for a specified
period of time. It can be obtained experimentally based on the
analysis of rainfall-runoff data, or synthetically for ungaged
watersheds. The synthetic unit hydrographs have been assembled
based on large quantities of data, and are considered to
represent regional characteristics on the broad mean. As an
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illustration of the use of unit hydrographs, the SCS
dimensionless unit hydrograph is decribed herein.

The SCS dimensionless unit hydrograph is based on the
initial assumption that the unit response form a basin is shaped
in the form of a triangle, with a time base equal to 8/3 of the
time-to-peak. This leads to a formula for the peak flow as a
function of the time-to-peak and the area of the watershed. Once
the peak flow is determined, the shape of the dimensionless
hydrograph is adjusted to conform more closely with a gamma-type
function, with a time base equal to 5 times the time-to-peak.
The latter is calculated by lag relationships, i.e., by
estimating the time lag of the watershed based on physical
characteristics such as length, slope, runoff curve number and
area. The time lag is defined as the distance from the centroid
of rainfall to the peak of runoff. The rainfall duration is
estimated as a percentage of the time of concentration, this
being the time it takes an element of water to travel from the
watershed divide to the outlet. Alternatively, the time of
concentration is defined as the time base minus the rainfall
duration.

The above relationships help determine a unit hydrograph for
the watershed in question. A suitable temporal distribution of
rainfall is chosen, and the design hyetograph calculated based on
this distribution. Finally, the unit hydrograph for the
subwatershedis convoluted with the design hyetograph. The
procedure is based on the incremental application of the unit
hydrograph to the design hyetograph, by 1) multiplying ordinates
of the unit hydrograph times each increment of rainfall; 2)
lagging the resultant hydrographs in time to conform to the time
of occurrence of the individual rainfall increments; and 3)
superimposing all hydrographs to obtain the composite hydrograph
constituting the response of the watershed to the design
hyetograph.

4. STREAM CHANNEL ROUTING

Stream channel routing is the process of calculation of the
flow as the flood wave travels downstream in time and space. A
stream channel routing algorithm consists of the following steps:
1) a connectivity routine, which enables the flows to be routed
along a network of channels, usually configured in a tree-like
structure; and 2) a reach routing algorithm, either hydrologic
(storage oriented) or hydraulic (cross-section oriented).

The connectivity routine is the heart of the network
topology, allowing the flow to be routed from tributaries to main
branch in a logical and consistent manner. In this regard, the
concepts of order, branch and channel reach are important. The
network order determines the degree of branching, i.e., the
hierarchical arrangement among the various tributaries. Several
tributaries to a main stream may be of the same order, and they
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are referred to as branches. Within each branch, the distance
between confluences is referred to as a channel reach. Order,
brandh and channel reach determine the topological numbers which
configure the stream network in anticipation to the reach
routing.

The reach routing can be done in one or more of several
ways. The standard procedure is to apply a hydrologic method,
i.e., one based on storage relationships. Examples of the
hydrologic approach to reach routing are the Muskingum, convex,
and other methods. The alternative to these are the hydraulic
methods, such as the kinematic wave or dynamic wave.
Both hydrologic and hydraulic methods have advantages and
disadvantages. The hydrologic methods are simple but may not
follow closely the physics of the problem. The hydraulic
methods, on the other hand, tend to be more physically based, but
in turn may become exceedingly complicated for certain
applications.

A third procedure for reach routing which is receiving
increased attention is the diffusion method (Muskingum-Cunge).
This method remains within the computational framework of the
hydrologic methods, but its coefficients are based on physical
characteristics of the channel, making it in fact a "hybrid"
model. The advantage of the diffusion method is its simplicity,
robustness, and relative ease of application to ungaged
watersheds, for which extensive historical data for model
calibration is not available. Over the past three years, the
Soil Conservation Service has funded studies to incorporate the
diffusion reach routing methodology into an updated version of
their popular TR-20 model, and studies continue to that effect.

The difference between the diffusion method and other
established hydrologic reach routing schemes is one of
fundamental importance. The classic Muskingum method
requires extensive calibration in order to determine the
applicable routing parameters K and X, and these can only be
guaranteed within a reasonable range of flows. The convex method
(and its variation, the Att-Kin) currently used in TR-20 suffers
from the problem of inconsistency, 1.e., the results are a

. function of the space interval. This is because the method, as
formulated in SCS National Engineering Handbook NEH-4 and
implemented in TR-20, is based on coefficients which should be
calculated as a function of grid size, instead of determined
empirically. These disadvantages of the classic Muskingum and
convex methods are overcome by the diffusion method, which can be
formulated in either a linear or nonlinear mode to encompass the
routing of a wide range of flows and which bases its coefficients
on the grid size, making it consistent as well as accurate.
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5. RESERVOIR ROUTING

An important feature of digital watershed simulation is the
capability for routing flows through reservoirs (either man-made
or natural) and other flood retarding structures. For this
purpose, individual reaches within the order-branch-reach network
are properly identified as reservoir reaches, for which
storage-outflow relationships are needed instead of stream
channel rating curves. Since the reservoir routing problem is
based on the storage equation only, the well known storage
indication method is commonly used. In this method, the storage
equation is discretized in time and coupled with the
storage-outflow data to produce a recursive solution for the
outflow hydrograph, "given the inflow and base flow values.

6. SCS TR-20 MODEL

This model is currently one of the leading hydrologic
models, being fully supported by the Soil Conservation Service.
The model is a computer program of methods used by this agency as
presented in their National Engineering Handbook NEH-4.

TR-20 was designed to take soil and land use information to
determine runoff hydrographs for known storms, and to perform
reservoir and channel routing on the generated hydrographs. The
program has been used extensively by SCS engineers and others, in
applications ranging from flood insurance and flood hazard
studies to the design of reservoir and channel projects.

Surf~ce runoff is computed using the runoff curve number
approach to abstract losses. The excess rainfall hyetograph is
constructed using the effective rain and a given rainfall
distribution, and applied incrementally to the SCS dimensionless
unit hydrograph to obtain the runoff hydrograph for the
subwatershed for the given storm.

TR-20 uses the storage" indication method to route
hydrographs through reservoirs. For stream channel routing, it
uses the convex method, although recent updates include the
Att-Kin method (for attenuation-kinematic) and a version of the
diffusion method which is being considered on an experimental
basis. The program computes the subwatershed hydrographs, routes
the flows through stream channels and reservoirs, combines the
routed hydrographs with those of other tributaries, and routes
the combined hydrograph to the watershed outlet.

Subdivision of the watershed is accomplished by determining
the location of control points. Control points are defined as
stream locations corresponding to cross-sectional data, reservoir
sites, damage centers, diversion points, gaging stations or
tributary confluences. Subarea data requirements include
drainage area, time of concentration, reach lengths, routing
coefficients and cross-sectional data. Applications of TR-20
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water surface elevations as a function of time; and
summary tables containing water balance information.

normally incorporate control points spaced from a few hundred
feet to more than 2 miles apart. The resulting subareas that
contribute runoff to a control point are usually less that 5 sq
mi.

Output from TR-20 can produce any combination of the
following:

1) peak discharge rate, timing, and peak water surface
elevations;

2) discharge rates for the entire hydrograph in tabular
form;

3 )
4 )

6. HEC-l MODEL

The HEC-l Flood Hydrograph Model is a digital computer
system developed and supported by the Hydrologic Engineering
Center, u.s. Army Corps of Engineers. It consists of a calling
program and a number of subroutines. Two of these subroutines
determine the optimal unit hydrograph, loss rate (abstractions),
and stream channel routing parameters by matching measured and
calculated hydrographs. Other routines perform snowmelt
computations, unit hydrograph computations, hydrograph routing
and combining, and other tasks. As an added feature, HEC-l will
also perform economic analyses of flood damage by numerically
integrating areas under damage-frequency curves for existing and
proposed conditions. Other capabilities include the recent
addition of a dam-breach analysis feature.

In HEC-I, the precipitation for a subarea can be determined
by one of the following methods: 1) precipitation station data;
2) basin mean precipitation; or 3) standard project or probable
maximum hypothetical precipitation distributions. Either gross
or net rainfall amounts may be input, depending on the user's
choice. HEC-I abstracts losses by using the loss rate function,
which is easily bypassed if net rain is available for direct
input.

The loss rate function is an exponential decay function
describing the instantaneous loss rate, given the rainfall
intensity and the antecedent losses. For gaged watersheds, HEC-I
allows the user to input rainfall and runoff .data from which the
loss rate function parameters are optimized to give a best fit to
the available data. Estimates of loss rate function parameters
for ungaged watersheds are based largely on experience with the
model. A constant loss rate is available in HEC-I as an
alternative to the loss rate £unction.

Unit hydrographs for each subarea are either provided by the
user or calculated following Clark's unit hydrograph. The
latter is also known as the time-area-curve method of hydrologic
watershed routing. If the time-area curves are not available,
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the model provides a synthetic time-area curve as an alternative.

The HEC-l model allows the user a choice of several
hydrologic techniques for routing floods through stream channels
and reservoirs. The alternative routing procedures include l}
storage-indication reservoir routing; 2} Muskingum; 3} Working
Rand D; 4} Straddle-stagger; 5} Tatum; and 6} Multiple
storage.

Computations of snowmelt by HEC-l are possible in up to 10
elevation zones. The precipitation in any zone is considered to
be snow below a certain base temperature. The snowmelt is
computed by degree-day or energy budget methods whenever the
temperature is equal to or greater than the base temperature.
The elevations zones are usually delineated in increments of 1000
ft, although other equal increments can be used.

Output from HEC-1 includes most relevant data and calculated
hydrographs at selected locations. Options are available for
graphical and other displays.

7. SUMMARY

An overview of current practice in the field of digital
simulation of hydrologic systems~ specifically surface runoff, is
presented. First, a description is made of the concepts involved
in the simulation of surface runoff from watersheds and river
basins. The three elements of simulation--subwatershed, stream
channel and reservoir routing--are described in some detail. The
subwatershed hydrograph generation focuses on the SCS runoff
curve number approach and dimensionless unit hydrograph used in
the TR-20 model. The stream channel routing segment highlights
the physically based diffusion routing methodology, as an
effective alternative to the dated channel routing procedures
currently used by most models. The reservoir routing segment
describes the classic storage-indication method.

Both TR-20 and HEC-1, currently the leading hydrologic
simulation models, are described in detail. Data requirements
for digital hydrologic simulation are sketched in the Appendix.
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APPENDIX.- DATA INVENTORY TOPICS

A. Subwatershed Characteristics

1. Lag time, time of concentration
2. Contributing area
3. Mean overland flow distance
4. Mean slope
5. Design storm abstractions
6. Land use or cover, treatment, condition, soil type

B. Channel Characteristics

1. Channel bed profiles
2. Normal flow or other applicable rating curves
3. Manning or Chezy coefficients
4. Cross~sectional data
5. Base flow and channel losses to seepage
6. Overbank storage characteristics
7. Sediment loads, bank stability and vegetative growth

C. Streamflow Data

1. Recorded streamflow data, including statistical analyses
2. Flood frequency data
3. Flow duration data
4. Rating curves
5. Extent of inundation
6. Stage vs frequency curves
7. Stage vs flood damage

D. Design Floods and Flood Routing Parameters

1. Design storm, including temporal and spatial distribution
2. Standard project and probable maximum floods
3. Routing parameters, or the means to evaluate them
4. Base flow estimates during design floods
5. Historic floods for calibration purposes

E. Reservoir Data

1. Location data and/or potential sites
2. Elevation-storage data
3. Elevation-area data
4. Normal, minimal and other pool levels
5. Evaporation and seepage loss data
6. Sediment and dead storage requirements
7. Operating policies and rule curves
8. Outflow characteristics, including storage-outflow data
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DIGITAL SIMULATION OF HYDROLOGIC SYSTEMS

Hydrologic simulation of all or parts of surface water and
groundwater implies the use of digital computational methods to
imitate historical events or preview the future response of a
hydrologic system (watershed or basin) to a specific plan of
action.

Simulation models can be of a deterministic or stochastic
nature. Deterministic methods describe the behavior of the
hydrologic cycle in terms of mathematical relationships that bear
resemblance to the governing physical processes. Stochastic
methods seek to simulate hydrologic systems by relying on one or
several laws of probability to model the interrelationships
between the hydrologic variables. This monograph concentrates
exclusively on the digital simulation of surface runoff.

1. DIGITAL SIMULATION OF SURFACE RUNOFF

A simulation model is a set of equations and algorithms· that
describe a real system and imitate its behavior. In hydrologic
modeling, the real system is a watershed or basin, i.e., a
surface area with clearly defined boundaries, with the property
that water falling"above it drains towards one outlet point
located along the main stream, and at the lowest point of the
watershed/basin. The watershed/basin consists of several
physically identifiable features, such as subwatersheds, stream
channels, and natural or man-made reservoirs. Rainfall
precipitates on individual subwatersheds, and usually only a
portion of it (the net rainfall) goes on to constitute direct
runoff from the watershed. This runoff is commonly expressed as
a discharge or flow hydrograph (a plot of discharge vs time) at
the respective subwatershed outlet. From here, runoff travels
along defined stream channels, with added contributions of
lateral inflow from the subwatersheds along the stream channels.
Routing is the process of calculation of the flow as it travels
downstream, first along a stream channel, and later through a
network of stream channels (with or without reservoirs). This
process continues in the downstream direction until a point of
interest is reached, i.e., a point where a flow forecast,
evaluation or design criteria is called for.

Hydrologic simulation serves different purposes, depending
on the application at hand. For instance, if historic flows are
being input to the model as they occur, the model would be being
used in a flood forecasting mode. If hypothetical design flows
are used, the model is being used for analysis of "what if"
conditions necessary for design. Other possibilities include the
evaluation of hydrologic impact due to urbanization, overgrazing,
controlled forest burning, or any other application where man's
activities on the land surface are likely to significantly alter
the hydrologic response of the watershed to the precipitation
input. .

1



Hydrologic simulation is a mUltiphase activity, encompassing
a variety of tasks, to include: 1) Data collection: 2) Model
selection; 3) Model calibration; 4) Actual runs; and 5} Analysis
of results.

The simulation of all or parts of a watershed or basin
requires a thorough appraisal of the relevant data, including
geometric data, soil and land use data, rainfall and runoff
measurements, and physical characteristics of the various
watershed/basin elements. A general list of data inventory
topics that encompasses most hydrologic/economic models is given
in the Appendix.

2. ELEMENTS OF SIMULATION

Crucial to the task of hydrologic simulation is the
selection of a model which will do an adequate job, given the
available data. Several models are currently being used
in hydrologic practice, most of them either developed or endorsed
by federal agencies. Before a description of any of these models
is attempted, it is necessary to describe their overall features.

All comprehensive hydrologic simulation models consist of
the following elements: 1) a subwatershed hydrograph generation
method; 2) a stream channel routing algorithm; and 3) a
reservoir routing procedure. In addition, some may include other
features such as extent of inundation, snowmelt calculations and
flood damage analysis.

The first element, the subwatershed hydrograph generation,
is further complicated by the need to abstract the gross
precipitation input (to deduct infiltration and other losses) to
arrive at a value of net precipitation to be converted to runoff.
The hydrograph generation itself is usually based on a "unit
hydrograph," i.e., the hydrograph for one unit of runoff lasting
for a certain period of time. This unit hydrograph is convoluted
with the measured or assumed distribution of net precipitation
input, to obtain the composite hydrograph taken as the outflow
from the subwatershed.

Stream channel routing can be either hydrologic (storage
volumes), or hydraulic (values expressed at cross-sections).
Reservoir routing is done by using one of the classic reservoir
routing techniques based on storage indication quantities. Both
stream channel and reservoir routing are subject to the
specification of base flow in one or more of several established
ways. Lastly, a snowmelt routine could be incorporated in order
to account for runoff due to snowmelt. Table 1 shows five of the
major existing hydrologic simulation models supported by the
various federal agencies, with indication of their principal
features.

2
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TABLE 1

MAJOR EXISTING HYDROLOGIC SIMULATION MODELS

HEC-l TR-20 USGS HYMO SWMM
(C.of E.) (SCS) (USGS) (ARS) (EPA)

ELEMENTS
Losses

Runoff Curve Number X X
Variable loss rate X
Phillip's equation X
Horton's equation X

Unit Hydrograph
Input as data X X.
Dimensionless X

• Clark's X X
Snyder's X
2-parameter gamma distr. X

Stream Channel Routing
Muskingum X
Convex X
Translation-only X
Variable storage coeff. X
Hydraulic X

Reservoir Routing
Storage indication X X X

Base Flow
Input as data X
Constant value X X
Recession equation X

Snowmelt Calculation X

Source: Viesmann et ale : IIIntroduction to Hydrology. II
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3. SUBWATERSHED HYDROGRAPH GENERATION

The subwatershed hydrograph generation consists of two
parts: 1) the abstractions: and 2) the hydrograph generation
~er see The abstraction is a procedure by which losses due to
lnfiltration, interception, detention storage, etc., are
accounted for and subtracted from the total (or gross) rainfall
to prodUce the direct (or net) rainfall. Several methods are in
use to calculate the abstractions. As an illustration, the SCS
runoff curve number method is described here in detail.

The SCS runoff curve number method is a procedure developed
by the USDA Soil Conservation Service for use in their hydrologic
calculations, and explained in detail in theSCS National
Engineering Handbook, NEH-4. It consists of a function given in
the form of a graph, relating total rainfall P, and direct runoff
Q, both given in inches. A third parameter in this relatiqnship
is given by the runoff curve number CN, a number varying between
a and 100 which provides a way to obtain Q as a function of P and
CN. This generalized rainfall-runoff relation was developed for
use with usually available rainfall data (nonrecording rain
gages), and therefore the data is based on storms occurring in a
calendar day, with no information on the time distribution of
such storms. Consequently, it does not take into account
rainfall intensities.

The runoff curve numbers to be used for particular
applications are determined based on the following features of
the land: 1) land use or cover: 2) treatment or practice: 3)
hydrologic condition: and 4) hydrologic soil group. Standard
tables and assistance from local SCS offices are useful in
estimating the values of the runoff curve numbers for use in
specific applications. In addition, the method has a provision
for accounting for antecedent moisture, by correcting the normal
curve numbers upwards for wet conditions, or downwards for dry
conditions.

The hydrograph generation consists of three major steps: 1)
the selection of a unit hydrograph: 2) the selection of a design
hyetograph (based on a chosen temporal distribution of net design
rainfall): and 3) the convolution of the unit hydrograph with
the design hyetograph. Each one of these steps is briefly
explained below.

The unit hydrograph is a procedure found in all major
hydrologic models, perhaps due to its simplicity as compared to
the more elaborate distributed parameter models which remain
still at the research stage. The unit hydrograph is defined as
the hydrograph for one unit of runoff lasting for a specified
period of time. It can be obtained experimentally based on the
analysis of rainfall-runoff data, or synthetically for ungaged
watersheds. The synthetic unit hydrographs have been assembled
based on large quantities of data, and are considered to
represent regional characteristics on the broad mean. As an

4



•

•

•

illustration of the use of unit hydrographs, the SCS
dimensionless unit hydrograph is decribed herein.

The SCS dimensionless unit hydrograph is based on the
initial assumption that the unit response form a basin is shaped
in .. the form of a triangle, with a time base equal to 8/3 of th~

time-to-peak. This leads to a formula for the peak flow as a
function of the time-to-peak and the area of the watershed. Once
the peak flow is determined, the shape of the dimensionless
hydrograph is adjusted to conform more closely with a gamma-type
function, with a time base equal to 5 times the time-to-peak.
The latter is calculated by lag relationships, i.e., by
estimating the time lag of the watershed based on physical
characteristics such as length, slope, runoff curve number and
area. The time lag is defined as the distance from the centroid
of rainfall to the peak of runoff. The rainfall duration is
estimated as a percentage of the time of concentration, this
being the time it takes an element of water to travel from the
watershed divioe to the outlet. Alternatively, the time of
concentration is defined as the time base minus the rainfall
duration.

The above relationships help determine a unit hydrograph for
the watershed in question. A suitable temporal distribution of
rainfall is chosen, and the design hyetograph calculated based on
this distribution. Finally, the unit hydrograph for the
subwatershed is convoluted with the design hyetograph. The
procedure is based on the incremental application of the unit
hydrograph to the design hyetograph, by 1) multiplying ordinates
of the unit hydrograph times each increment of rainfall; 2)
lagging the resultant hydrographs in time to conform to the time
of occurrence of the individual rainfall increments; and 3)
superimposing all hydrographs to obtain the composite hydrograph
constituting the response of the watershed to the design
hyetograph.

4. STREAM CHANNEL ROUTING

Stream channel routing is the process of calculation of the
flow as the flood wave travels downstream in time and space. A
stream channel routing algorithm consists of the following steps:
1) a connectivity routine, which enables the flows to be routed
along a network of channels, usually configured in a tree-like
structure; and 2) a reach routing algorithm, either hydrologic
(storage oriented) or hydraulic (cross-section oriented).

The connectivity routine is the heart of the network
topology, allowing the flow to be routed from tributaries to main
branch in a logical and consistent manner. In this regard, the
concepts of order, branch and channel reach are important. The
network order deteimines the degree of branching, i.e., th~

hierarchical arrangement among the various tributaries. Several
tributaries to a main stream may be of the same order, and they
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are referred to as branches. Within each branch, the distance
between confluences is referred to as a channel reach. Order,
branch and channel reach determine the topological numbers which
configure the stream network in anticipation to the reach
routing.

The reach routing can be done in one or more of several
ways. The standard procedure is to apply a hydrologic method,
i.e., one based on storage relationships. Examples of the
hydrologic approach to reach routing are the Muskingum, convex,
and other methods. The alternative to these are the hydraulic
methods, such as the kinematic wave or dynamic wave.
Both hydrologic and hydraulic methods have advantages and
disadvantages. The hydrologic methods are simple but may not
follow closely the physics of the problem. The hydraulic
methods, on the other hand, tend to be more physically based, but
in turn may become exceedingly complicated for certain
applications.

A third procedure for reach routing which is receiving
increased attention is the diffusion method (Muskingum-Cunge).
This method remains within the computational framework 'pf the
hydrologic methods, but its coefficients are based on physical
characteristics of the channel, making it in fact a "hybrid"
model. The advantage of the diffusion method is its simplicity,
robustness, and relative ease of application to ungaged
watersheds, for which extensive historical data for model
calibration is not available. Over the past three years, the
Soil Conservation Service has funded studies to incorporate the
diffusion reach routing methodology into an updated version of
their popular TR-20 model, and studies continue to that effect.

The difference between the diffusion method and other
established hydrologic reach routing schemes is one of
fundamental importance. The classic Muskingum method
requires extensive calibration in order to determine the
applicable routing parameters K and X, and these can only be
guaranteed within a reasonable range of flows. The convex method
(and its variation, the Att-Kin) currently used in TR-20 suffers
from the problem of inconsistency, i.e., the results are a
function of the space interval. This is because the method, as
formulated in SCS National Engineering Handbook NEH-4 and
implemented in TR-20, is based on coefficients which should be
calculated as a function of grid size, instead of determined
empirically. These disadvantages of the classic Muskingum and
convex methods are overcome by the diffusion method, which can be
formulated in either a linear or nonlinear mode to encompass the
routing of a wide range of flows and which bases its coefficients
on the grid size, making it consistent as well as accurate.
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5. RESERVOIR ROUTING

An important feature of digital watershed simulation is the
capability for routing flows through reservoirs (either man-made
or natural) and other flood retarding structures. For this
purpose, individual reaches within the order-branch-reach network
are properly identified as reservoir reaches, for which
storage-outflow relationships are needed instead of stream
channel rating curves. Since the reservoir routing problem is
based on the storage equation only, the well known storage
indication method is commonly used. In this method, the storage
equation is discretized in time and coupled with the
storage-outflow data to produce a recursive solution for the
outflow hydrograph, given the inflow and base flow values.

6. SCS TR-20 MODEL

This model is currently one of the leading hydrologic
models, being fully supported by the Soil Conservation Service.
The model is a computer program of methods used by this agency as
presented in their National Engineering. Handbook NEH-4.

TR-20 was designed to take soil and land use information to
determine runoff hydrographs for known storms, and to perform
reservoir and channel routing on the generated hydrographs. The
program has been used extensively by SCS engineers and others, in
applications ranging from flood insurance and flood hazard
studies to the design of reservoir and channel projects.

Surface runoff is computed using the runoff curve number
approach to abstract losses. The excess rainfall hyetograph is
constructed using the effective rain and a given rainfall
distribution, and applied incrementally to the SCS dimensionless

·unit hydrograph to obtain the runoff hydrograph for the
subwatershed for the given storm.

TR-20 uses the storage indication method to route
hydrographs through reservoirs. For stream channel routing, it
uses the convex method, although recent updates include the
Att-Kin method (for attenuation-kinematic) and a version of the
diffusion method which is being considered on an experimental
basis. The program computes the subwatershed hydrographs, routes
the flows through stream channels and reservoirs, combines the
routed hydrographs with those of other tributaries, and routes
the combined hydrograph to the watershed outlet.

Subdivision of the watershed is accomplished by determining
the location of control points. Control points are defined as
stream locations corresponding to cross-sectional data, reservoir
sites, damage centers, diversion points, gaging stations or
tributary confluences. Subarea data requirements include
drainage area, time of concentration, reach lengths, routing
coefficients and cross-sectional data. Applications of TR-20
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water surface elevations as a function of time: and
summary tables containing water balance information.

normally incorporate control points spaced from a few hundred
feet to more than 2 miles apart. The resulting subareas that
contribute runoff to a control point are usually less that 5 sq
mi.

Output from TR-20 can produce any combination of the
following:

1) peak discharge rate, timing, and peak water surface
elevations:

2) discharge rates for the entire hydrograph in tabular
form:

3 )
4 )

6. HEC-l MODEL

The HEC-l Flood Hydrograph Model is a digital computer
system developed and supported by the Hydrologic Engineering
Center, u.s. Army Corps of Engineers. It consists of a calling
program and a number of subroutines. Two of these subroutines
determine the optimal unit hydrograph, loss rate (abstractions),
and stream channel routing parameters by matching measured and
calculated hydrographs. Other routines perform snowmelt
computations, unit hydrograph computations, hydrograph routing
and combining, and other tasks. As an added feature, HEC-l will
also perform economic analyses of flood damage by numerically
integrating areas under damage-frequency curves for existing and
proposed conditions. Other capabilities include the recent
addition ofa dam-breach analysis feature.

In HEC-l, the precipitation for a subarea can be determined
by one of the following methods: 1) precipitation station data:
2) basin mean precipitation: or 3) standard project or probable
maximum hypothetical precipitation distributions. Either gross
or net rainfall amounts may be input, depending on the user's
choice. HEC-l abstracts losses by using the loss rate function,
which is easily bypassed if net rain is available for direct

. input.

The loss rate function is an exponential decay function
describing the instantaneous loss rate, given the rainfall
intensity and the antecedent losses. For gaged watersheds, HEC-l
allows the user to input rainfall and runoff data from which the
loss rate function parameters are optimized to give a best fit to
the available data. Estimates of loss rate function parameters
for ungaged watersheds are based largely on experience with the
model. A constant loss rate is available in HEC-l as an
alternative to the loss rate function.

Unit hydrographs for each subarea are either provided by the
user or calculated following Clark's unit hydrograph. The
latter is also known as the time-area-curve method of hydrologic
watershed routing. If the time-area curves are not available,
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the model provides a synthetic time-area curve as an alternative •

The HEC-l model allows the user a choice of several
hydrologic techniques for routing floods through stream channels
and reservoirs. The alternative routing procedures include 1)
storage-indication reservoir routing; 2) Muskingum; 3) Wo~king

Rand D; 4) Straddle-stagger; 5) Tatum; and 6) Multiple
storage.

computations of snowmelt by HEC-l are possible in up to 10
elevation zones. The precipitation in any zone is considered to
be snow below a certain base temperature. The snowmelt is
computed by degree-day or energy budget methods whenever the
temperature is equal to or greater than the base temperature.
The elevations zones are usually delineated in increments of 1000
ft, although other equal increments can be used.

Output from HEC-l includes most relevant data and calculated
hydrographs at selected locations. Options are available for
graphical and other displays.

7. SUMMARY

An overview of current practice in the field of digital
simulation of hydrologic systems, specifically surface runoff, is
presented. First, a description is made of the concepts involved
in the simulation of surface runoff from watersheds and river
basins. The three elements of simulation--subwatershed, stream
channel and reservoir routing--are described in'some detail. The
subwatershed hydrograph generation focuses on the SCS runoff
curve number approach and dimensionless unit hydrograph used in
the TR-20 model. The stream channel routing segment highlights
the physically based diffusion routing methodology, as an
effective alternative to the dated channel routing procedures
currently used by most models. The reservoir routing segment
describes the classic storage-indication method.

Both TR-20 and HEC-l, currently the leading hydrologic
simulation models,' are described in detail. Data requirements
for digital hydrologic simulation are sketched in the Appendix.
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APPENDIX.- DATA INVENTORY TOPICS

A. Subwatershed Characteristics

1. Lag time, time of concentration
2. Contributing area
3. Mean overland flow distance
4. Mean slope
5. Design storm abstractions
6. Land use or cover, treatment, condition, soil type

·B. Channel Characteristics

1. Channel bed profiles
2. Normal flow or other applicable rating curves
3. Manning or Chezy coefficients
4. Cross-sectional data
5. Base flow and channel losses to seepage
6. Overbank storage characteristics
7. Sediment loads, bank stability and vegetative growth

C. Streamflow Data

1. Recorded streamflow data, including statistical analyses
2. Flood frequency data
3. Flow duration data
4. Rating curves
5. Extent of inundation
6. Stage vs frequency curves
7. Stage vs flood damage

D. Design Floods and Flood Routing Parameters

1. Design storm, including temporal and spatial distribution
2. Standard project and probable maximum floods
3. Routing parameters, or the means to evaluate them
4. Base flow.estimates during design floods
5. Historic floods for calibration purposes

E. Reservoir Data

1. Location data and/or potential sites
2. Elevation-storage data
3. Elevation-area data
4. Normal, minimal and other pool levels
5. Evaporation and seepage loss data
6. Sediment and dead storage requirements
7. Operating policies and rule curves
8. Outflow characteristics, including storage-outflow data
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Notes on Sediment Transportation

by Vito A. Vanoni

Prepared for: Applied Sedimentation and River Engineering;
a Short Course Jan. 17-20, 1983, San Diego
State University.

1. River Sedimentation

1. Classification of Sediment Load

The tenn "load" as used here refers to the sediment that is in

motion in a stream. One can say that the load is coarse or fine sand or

gravel. Some times load is used to denote the rate at which sediment is
.

being moved, e.g., lbs per sec or tons per d~. In these notes- the rate

of movement of sediment is referred to as the sediment discharge of the

stream.

There are two cORlllOn ways of classifying the load of a stream. The

first divides the load into bed load and suspended load and the second

classifies the load into wash load and bed sediment load. Bed load is

defined as that part of the load moVing on or near the bed. The suspended

load, as the term denotes, moves in suspension and is that part of the load

which is not bed load.

Wash load is fine sediment which makes up a very small part, usually a

few percent, of the sediment on the bed. Wash load is commonly taken as the

silt and clay fraction of the bed sediment, i.e., that fraction with grain

sizes finer than 0.062 mm. The bed sediment load consists of particles that

are coarser than the wash load. The transport rate or discharge of wash load

tends not to be correlated with water discharge while discharge of bed

sediment load is usually correlated with water discharge.
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2. Measurement of Sediment Discharge

Suspended sediment discharge

Measurement of sediment discharge is made by samplers (ASCE

1975 p. 314). The suspended load samplers. a diagram of which is shown

in Fig. 1. were developed by a group of U.S. government agencies. A

number of different models are available but the principle of all models

is the same. The samplers are designed so that the velocity into the

intake nozzle is always the same as the local stream velocity. It takes

in a sample of water and the sediment suspended in it as it is moved from

the surface to the bed and returned to the surface at a uniform rate of

transit.

When the sampler is touching the bed the inlet nozzle is a small

distance, "a" of 0.3 ft to 0.4 ft from the bed. Therefore. the sampler

does not sample in the layer of thickness "a" near the bed. The material

transported in this layer near the bed and the bed load is called the un

measured load. That transported above this layer is called the measured

load.

Figure 2 is a diagram showing the velocity profile. suspended sediment

concentration profile and_a suspended sediment sampler in"the sampling

position. The sampler takes in water at a rate proportional to the velocity

"u" at each level with suspended sediment of concentration "c". The sus-

pended sediment discharge Gssi in a section of a stream is:

'~J.
' ....

(1)

in which Gssi is in Tlda, emi is the concentration in lb/ft 3 in the sample,

Vi is the mean velocity at the vertical in ft/sec, di ;s the depth in ft,
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Fig. 1 USD49 Depth Integrating Suspended Sediment Sampler•
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Fig. 2 Schematic of Velocity Profile, Suspended Sediment Profile and
Suspended Load Sampler. .
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(2)

bi is the width in ft of the section of stream over which the measured

velocity and concentration are taken to be average values, 43.2 is the

factor for converting lbs per sec to tons per day. The suspended sediment

discharge, Gss of the entire stream is the sum of the discharges at several

selected sections . covered the entire width of the stream,

N

Gss • I: Gssi
c=l

in which N• the number of stream sections at which samples were taken. The

mean velocities Vi' depths di and section widths bi are measured when current

meter measurements are made to determine the stream discharge.

Bed load discharge

This is measured with samplers which rest on the bed. Figure 3 is
,-~

a sketch of the Helley-Smith bed load sampler developed by the U.S. Geologica~~. ,..
Survey (Emmett, 1979). The opening of this particular model is 3 in. wide

by 3 in. high. Sediment carried into the sampler is filtered out and

retained by the mesh bag at the rear.

Measurement of bed load with a sampler is not done on a routine basis

in the United States. It is a difficult oper~tion and requires experienced

operators to obtain reliable results.

Estimating unmeasured sediment discharge

When bed load measurements are not made the unmeasured sediment

discharge must be estimated in order to obtain the total. sediment discharge.

A common method of estimating the unmeasured load is by the Modified Einstein

Procedure developed by Colby and Hembree (1955). This method which is

described in ASCE 1975 (pp. 2l4-217) requires some special measurements which

are not routinely made.
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A second method of estimating unmeasured sediment discharge is due

to Colby (1957) (see ASCE 1975 pp. 217-220). It requires much less data

than the modified Einstein method and the calculations involved are simple.

The unmeasured sediment discharge is often taken as a percentage of

the measured suspended sediment discharge. Commonly used percentages are

in the 10% to 15% range.

3. The Sediment Transport Curve

The sediment transport curve for a station on a r~ver gives the sediment

discharge as a function of water discharge." Figure 4 is suspended sediment

transport curve for the Colorado River near Grand Canyon. Although the

sediment discharge is given in tons per day it represents an instantaneous

rate for the given discharge and is not a daily average. The scatter of

the data about the curve in Fig. 4 is typical. The reasons for th~s

scatter are not completely understood but among the causes are sampling

errors due to the unsteadiness in the rivers and in the sediment

transport phenomena.

An important use of the sediment transport curve is to estimate the

sediment yield of a stream during a period of time in which the flow

hydrograph is known or can be estimated. From the hydrograph, the duration

in days that given flow rates occur is determined. The sediment discharge

curve will give the sediment discharge for each flow rate. The total

sediment yield is then the sum of the products of sediment discharge for

each flow rate and the duration of the flow rate. If one has the flow

duration curve and the sediment transport curve one can calculate the mean

annual sediment yield.
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4. Factors Affecting sediment Discharge

General relations for sediment discharge

A general relation for sediment discharge can be presented

symbolically in terms of the quantities which are affecting the transport

phenomena. Such a general relation is:

(3)

in which Gs • transport rate in mass per time. V=mean flow velocity.

d =flow depth. b =flow width. d50 • median size of bed sediment. Ps =
density of sediment. 0g =geometric standard deviation of bed sediment

sizes. p = density of water. v = kinematic viscosity of water and 9 •

acceleration of gravity. Equation (3) can be expressed in terms of

dimensionless quantities as:

(4)

Normally we assume that flows are two dimensional and omit the terms bId.

also Ps is essentially constant and 0g is assumed not to vary greatly and

the terms pslp and 0g also are ignored. This simplifies Eq. (4) to

Cm= f 3 (-1- . dd • Rg) (5)
I9d 50

in which Rg =dSOI9d"5O v. If the relation for slope or friction factor is

-introduced Eq. (5) can be modified to read

(
VS d . )

Cm • f 4 • cr.:: • Rg/gdso 50
(6)

To illustrate the forms of the functions f3 and f4 in Eqs. (5) and (6),
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respectively, data by Stein (1965) are plotted according to these

equations. Figure 5 shows the data plotted according to Eq. (5). As

noted in the figure d50 • 0.40. mm, 09 • 1.50 and Rg varies from 25 to 31

and 1ts effect is probably sma11 • The function f3 is seen to be too

complicated to be of practical significance. Figure 6 shows the Stein

data plotted according to Eq. (6). The function f4 shown on Fig. 5 may be

used to develop a sediment discharge relation. The product VS has been

used in sediment discharge formulas by Maddock (1970), Shen and Hung (1972)

and Yang and Stall (1976).

•

Effect of water temperature

The effect of water temperature on transport of sand is illus

trated in Fig. 7 by Lane et al. (1949) which shows data for the Colorado

River at Taylor's Ferry. The discharge varies only moderately, but the

temperature varies from 50°F to over 85°F and the sediment discharge varies

approximately 2i fold from summer to winter. The gradual decrease in

sediment discharge is due to the coarsening of the bed sediment. The

suspended load ranged in size from .044 mm to 0.589 mm. The finer sizes

in the range ~044 - 0.295 mm were very sensitive to water temperature but

particles coarser than 0.295 mm showed negligible temperature effect.

The fall velocity of sediment grains tend to decrease as the water

temperature drops so that grains are easier to transport in cold water than

in warm water. The fall velocities of sand grains of different size in water

at temperatures of 50°F and 85°F are shown in Table 1. The ratio of fall

velocity in water at 50°F to that in water at 85°F is seen to increase from

0.68 for very fine sand to 0.8' for coarse sand. The decrease in fall

velocity of sand with decrease in temperature can account for a large part

of the increase in sediment discharge in the Colorado River. The roughness



10

z

S1UI .... "I5,Jt65
dscfo.4OOlNn •b -4.ooft.
GIi -.5)
"4'~ -25-31

z

0.4

•

LEGEND
6 dlnIs
a flat bid......
NImln on~ inI:ticlh FI'lUie .,F.

IO"L.-_L..--L._~.......JL......L..-L....J.-'-L.J.._-'-_L..-_L..--L..-'--L....l-J~L..-_ ...........L._.....I.........JL......!
101

~ 2 445 110' '-'2 46110"
SEDIMENT DISCHARGE CCN:ENTRA11ON, ppm

rr1--.po-oo-..,....---_ __r'....,.....,...,-,...,...,..;...-~..,...-....,..........,......,r__r_,...,....,.""T"""-..,._--r'-...,..-......., "'__J
•

Fig. 5 Plot of Stein (1965) Data as Sediment Discharge Concentration against
Froude Number, F, and the ratio of Flow Depth, d to Bed-Sediment Size
dSO (Vanoni, 1978).

~

y~

~

~
/-

'"..-a
V "K

"
r?

OJ ~-- ./ :4;
7 I'\.

I"f;' .,,1,; I

" _",aA- .~ .
S1PI.1II$~ -tJl ..,0.--.Of 'I,S)

",.t~ ''''2HI.
T. ZOeZt"l:•••4lXlfl '1.2Ztto -:.-"

I_)'~- L£liEN).

~J/n
"d,JZt D 311 esT 55 til 7U

iIi (, rl • " 6 1•0lII 1 /

• D'i I • • • II I

Fig. 6 Plot of Stein (196S) Data as Sediment Discharge Concentration again$t
VS/lgdSO (Vanoni, 1978).



.......... ,. --,." '&' .--.. '''''-'' ... "~'-" •• _-"--' "-'''''-.,._''

11

2! z.oo
sr• LOa

~ Q.5O
~a o.zo
I 0.10

§ 0.05

~ o.ozen
0.01

•'! 101M 10
~i•• .Ii_ 40-""fa
.I: -

20
u 0

is 0

.-
1\ ./ SediftlInt Disdlo,..
,

" ,""
\. I .. \

' .. -,' '. ,-,' \ ! 101 t\ '.., I 'J1 ,-" ,,"~I 1_'
.I~

..

\. I \ /' \ ~ ... " h
v j \II iJ ~-rill'fO'j/ ·

..... "'- '\' "\

/ \ J \ ,/ " {" \ ·
/ \ , \ ; ~,

..,' ;' \, / / I \,/
Water Temperature

~Oisdlo 'lie

- f-' ~ ·
1M! IM4 1M5 IM6 IM7

.I:

ZOOO i
1:

2
1000 -.

-~

500 f.
It!

zoo c5'8
100 :II..

g
.I:
~

10 ..
10

t
40 I
20 e

~
o

Year

Fig. 7 Plots of Data from the Colorado River Showing the
Effect of Water Temperature on Sediment Transport
after Lane et al., 1949.



-'._,'- ---,_..._~~."'--~_.-._ .. -'".-. __._-.......-_.._.,-,---....._...._.. _.._~ ... _....,~---_ .. , ..-

..

12..

Table 1 Effect of water temperature on fall
velocity of sand grains.

Grain Size Very Fine Sand Fine Sand Medium Sand Coarse Sand
DIll 0.0 68 0.1 '7 0.3 )4 0.71 )7

Temp of 50 85 50 85 50 85 50 85

Fall Vel 0.61 0.90 1.8 2.4 4.5 5.5 8.4 10.4

cmlsec .

Ratio 0.68 0.75 0.82 0.81

of the bed has been observed to decrease as temperature drops which causes the

velocity to increase (U.S. Anmy Corps of Engrs. t 1969)(ASCE 1975 pp. 186-7).

This may account for some of the increase in sediment discharge in the

Colorado River as the water temperature drops.

Effect of size gradation of bed sediment

The size gradation of sediment is indicated by the geometric

standard deviation of sizes t 0gt which is often defined by:

(7)

(8)

in which d84 and d16 indicate the sizes for which 84% and 16% by weight,

respectivelYt of the particles are finer. Common values of 0g for river

sands are in the neighborhood of 1.5. Some authors define 0g as:

1(d84 d16)
0g • 2" d50 + dSO

The investigation of the effect of 0g on sediment transport rate has

been carried out in two sets of flume experiments, the results of which were

reported by Guy et ale (1966). The median size d50 of the bed sediment in ,~,
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the two sets of.experiments were the same (0.33 mm) but 0g was 1.25 for·

one set and 2.07 for the other. The depths were held within 0.48 ft and

0.53 ft and water temperature varied between 18.3°C and 21.9°C. The

sediment discharge for these two experiments are presented in Fig. 8 as

a function of VS. the product of mean flow velocity and slope. The

sediment discharge wi:h the highly graded bed sediment (Og • 2.07) is

higher than for the sorted bed sediment. The median size of the load with

the graded sediment was approximately one half that of the bed sediment.

With the sorted bed sediment the median size of the load was about the same

as that of the bed" sediment. The flows were able to entrain large quantities

of the fine sediments in the graded bed sediment and thus achieve a higher

sediment discharge than flows over the sorted bed sediment in which the

fine sediments were present in relatively smaller quantities.

Effect of concentration of wash load

Flows with high concentration of wash load are known to have

higher capacity for transporting sands than similar clear water flows.

Colby (1964) developed a transport relation in which he accounted for the

e~fect of wash load concentration. This relation indicates that the transport

rate of 0.5 mm sand in a flow 5 ft deep with a velocity of 10 ft/sec and a

wash load concentration of 100.000 ppm is five times that for clear water.

The presence of high concentrations of wash load reduces the fall

velocity of sand grains and makes them easier to transport. This effect

is shown in Fig. 9 taken from Nordin (1963). For a concentration of

100,000 ppm which is unusually high the fall velocity for very fine sand

(0.062 - 0.125 mrn) is 0.15 times that in clear water.
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5. Fonmulas for Sediment Discharge

Introduction

Many fonmulas'for sediment discharge can be found in the litera

ture and new, ones continue to appear. All of the fonmulas are empirical

in that they depend on laboratory and/or field data for the coefficients

in the expressions.. No truly theoretical fonmulas have been developed.

The main difference between the many fonmulas stems from the variables

selected in their development. Factors in Eqs. (5) and (6) are two of

the possible sets of variables that can be used in transport formulas.

A complete discussion of fonmulas cannot be presented in such a short

course. Therefore, rather than discuss each of several fonmulas, several

formulas will be presented along with their evaluation. The evaluation

cannot be done on theoretical grounds so it is done by comparing values

of sediment discharge or concentration calculated by formula with

measured values.

Sediment discharge formulas

All of the formulas listed are presented and discussed in one

or more of the following books: ASCE (1975), Raudkivi (1976), and Simons

and Senturk (1976). All of the formulas give the total bed sediment

discharge which includes the suspended and bed load but does not include

the discharge of wash load.

RaTTNER FORMULA (1959)

{ (d )2/3 (d )2/3} 3
em • ~D [0.667 ~o + 0.14] FD - 0.778 ~O (9)

FO =
I(s-l)gd

The relation was based on dimensional analysis and 2500 sets
of flume data.



16

ENGELUND-HANSEN (1967) FORMULA

C :: 0.05 (...L) ( vs )
m s-l. '(5-') g d

50

ds
(s-l)dSO

(10)

The formula was checked against flume data published by Guy,
Simons and Richardson (1966).

ACKERS-WHITE (1973) FORMULA

( dSO) ( v)n(Fnr )m
Cm = cPs/p -d- 'gds A - 1

1-n

[m l09V(~)]
1/3 .

D = d [9(5-1 )]
gr SO \)2

(11 )

(11 a)

Dgr > 60 60 > D > 1- gr-

n 0.0 1 - 0.56 Log Dgr
A 0.170 0.23/~ + 0.14

m 1.50 9.66/Dgr + 1.34

c 0.025 Log c = 2.86 Log Dgr - (Log Dgr
)1_ 3 •S3

The coefficients in this formula were based on almost 1000 sets of

flume data. The relation is not expected to apply to flows with

Froude numbers in excess of 0.8.
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YANG (1973) FORMULA

wd50 u*
Log em • 5.435 - 0.286 LogV-- 0.457 Log w +

(
wd UoA) Ivs v S)

1.799 - 0.409 L09~ 0.314 Log ~ L09\w - ~

Vcr • _~-:=2:.:.;.5:.-_
w u.~O

Log--v-- 0.06

V U*d50
;r =2.05 for --v-~ 70

The coefficients in the formula were based on 1093 sets of flume

data and 65 sets of field data,

BROWNLIE (1982) FORMULA

-0.3301
C = 7115 C (F -F )1.978s0.6601 (-!-)

F 9 go 050

0.5293 S-0.1405
0

-0.1606
Fgo = 4.596 T*O 9

T*O = 0.22Y + 0.060(10)-7.7Y

(12)

(12a)

(3)

(13a)

(13b)

(13c)
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[~]
-O.6p -p .

y= ...!-R
p 9

CF =1.0 for flume flows

CF =1.268 for rivers

The symbols used in the relations (Eqs. 9-13) are defined

as follows:

Cm= sediment concentration, ppm

w =fall velocity of median size of bed sediment ft/sec

d =flow depth, ft

r = hydraulic radius, ft

DSO,dSO =median size of bed sediment, ft

v = kinematic viscosity of water, ft 2 /sec

u* =bed shear velocity, ft/sec

V =mean flow velocity, ft/sec

Vcr =critical flow velocity, ft/sec

S =slope of stream

s = ps/p

ps = density of sediment slugs/ft 3

p =density of water slugs/ft 3

9 = acceleration of gravity ft/sec 2

(13d)

(13e)
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Relations for unmeasured load:

Modified Einstein method (Colby &Hembree, 1955)

Colby (1957)

The Modified Einstein method of Colby and Hembree (1955) is based

on an application of the Einstein (1950) bed load function. To apply it

one must first measure flow depth, velocity and suspended load at several

verticals. One also needs the size analysis of the suspended load and bed

sediment and the water temperature. Because observed data are used in this

inethod it is considered the most reliable of the methods available for

discharge of unmeasured load.

The Colby (1957) method of estimating sediment discharge requires only

the mean velocity of the stream, its width, the mean suspended sediment

concentration and concentration of suspended bed sediment. It has the

advantage of being simple although it may not give as reliable results

as the more elaborate Modified Einstein method. Both the Modified

Einstein and Colby methods are given in ASCE (1975).

6. Evaluation of Formulas

Formulas can be eva1uated_ by comparing measured sediment discharge

corrected for unmeasured load with that calculated by formula. Examples

of one way to make such comparisons are shown in Figs. 10 to 12. These

figures are plots of measured data against calculated data. The lines

parallel to the line of perfect agreement show values that are 0.5 and

2.0 times the values on the line of perfect agreement.

Figure 10 compares data for 184 flume experiments and 67 sets of river

measurements with values calculated by the formula of Chang et a1. (1967).

The authors report that_the error in the sediment discharge calculated by

the formula exceeds 100% in only 43% of the cases.
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Figure 11 shows a graph in which measured sediment discharge in six

rivers ;s compared with estimates calculated by the formula of Yang (1973).

Again the lines of 0.50 and 2.0 times the values indicated by the line of

perfect agreement are shown. Most of the data fall within these lines.

Figure 12 shows a comparison of measured values and values calculated by

the formula of Ranga Raju et al. (1981). The quantity 'r is proportional

to the total transport rate and is a function of the value of the ordinate

of the curve. The data plotted in Fig. 12 are taken from flume experiments

with 47 different sands by various workers and measurements on seven rivers.

White et al. (1973) compared observed sediment discharge concentrations

from flume and field measurements with those calculated by 15 formulas.

One thousand sets of flume measurements were used in the analysis. These

included experiments with sands and with lightweight sediments. The field

data used were taken from 270 sets of measurements on 11 rivers. The results

were presented as histograms of the ratio of calculated concentration to

measured concentration, .~(~:~; • The histograms are shown in Fig. 13.

Three formulas with best ratings are those of Ackers-White (1972), Enge1und

Hansen (1967) and Rottner (1959). As shown in Fig. 13 the percent of the

calculated concentrations that fell between one half and twice the observed

values were 64% for the Ackers-White formula, 58% for the Engelund-Hansen

formula and 53% for the Rottner formula.

The comparison of 14 formulas by Brownlie (1982) is shown in Fig. 14.

The bars show the 16th and 84th percentile of the values of C(ca1c)/(C)measured

for flume data (solid lines) and field data (dotted lines). The median value

is indicated by IIXII. The formulas of Ackers-White (no. 1), Enge1und-Hansen

(no. 6) and Rottner (no. 10) rate well as they did in Fig. 13. The co-

efficients in the Brownlie formula were determined from the data used in the
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comparisons of Fig. 14. Therefore the bars in Fig. 14 show how well the

formula fits the data and cannot be considered as a rating of the formula.

The rating of the formulas of Ackers-White, Engelund-Hansen and Rottner

by three different workers are shown in Table 2. This table also shows

the rating of the Yang formula by himse1f and Brownlie. Each author used

a different set of data in his comparisons shown on Table 2.



Table 2. Comparison of Sediment Discharge Formulas.

Formula Number of Workers doing Percent of data for which
Data Sets Evaluation (C)ca1c/(C)meas fall between 1/2 and 2

flume field flume field all data

1000 270 White et al. (1973) -- -- 64

Ackers-White 1091 156 Yang (1973) -- -- 68
(1972)

480 519 Brown1 ie (1982) 76 61 68

1000 270 White et a1. (1973) -- -- 58

Engelund-Hansen 1091 156 Yang (1973) -- -- 63(1967)

480 519 Brownlie (1982) 64 69 67

1000 270 White et a1. (1973) -- -- 53

Rottner 1091 156 Yang (1973) -- -- 56
(1959)

480 519 Brown1 ie (1982) 65 59 62

1091 156 Yang (1976) . 91 92 91
Yang (1973)

480 519 Brownlie (1982) 77 51 63

·N
0\

) ) )
J
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7. Selection of Formulas

The results presented above show clearly that one cannot expect precise

. predictions of sediment discharge from formulas. Furthermore, results of

formulas vary greatly from each other. This makes it very difficult for an

engineer to select a formula for analyzing a particular problem. Unfortunately

it is not possible to recommend one or more formulas for use under any given

set of conditions.

If one has some measurements of sediment discharge and flow rate for

the stream under investigation these should be used to select a formula

which fits them. If enough measurements are available to construct a

sediment transport curve this curve should be used in preference to one

derived by formula. In the absence of data one should be guided by data

from comparable streams.

If one is forced to use the results of formulas to study a project one

must keep in mind that the result so obtained are probably only rough

estimates. When the problem requires that relative amount of sediment

discharge be estimated the results will be more reliable than the values

of the sediment discharge estimated by formula.

11. Velocity-Depth Relations for Alluvial Streams

1. Sand Bed Streams

A number of methods for predicting the depth and velocity of

alluvial streams have appeared in the technical literature (see ASCE, 1975).

Figure 15 is a graph of mean velocity against depth for the Colorado River

showing observed values and values calculated by several methods. The

calculated relations show a wide range of values and do not inspire

confidence in them. The observed velocity and depth data also scatter

widely and correlate poorly. Some of the scatter of data in Fig. 15 may
.

be due to the large range in water temperature which was from 48°F to 80°F.
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Figure 16 shows a plot of Manning's Nn" against water temperature for

the Middle Loup River (Colby &Scott. 1965). The fr;ction factor fell as

water temperature dropped and as the bed dunes became lower and longer as

shown by Fig. 17. The values of the Manning friction factor Un"

corresponding to the data on Fig. 17 "varied from 0.023 to .035 and had an

average value of 0.029 which is a common value for sand bed rivers.

The wide variation in values of velocity and depth predicted by the

seven methods for the Colorado River illustrates the difficulty of pre

dicting the relation for any given case. Again as in the case of pre

dicting sediment discharge one should rely strongly on observed depth- "

velocity data if available. Lacking data one should seek data for

comparable cases. Channels are comparable when the bed forms are comparable.

several predictors of bed form are available, e.g., ASCE (1975) p. 165 and

Vanoni (1974). These predictors indicate bed form in terms of slope, depth,

velocity, bed sediment size and water viscosity.

2. Gravel Bed Streams

Bray (1979) fitted relations for friction factors to data from

67 gravel-bed rivers. The flow rates in the rivers ranged from 195

to 290,000 cu ft per sec, depths varied from 2.5 to 23 ft and median

size of the bed sediment varied from 19 to 140 am.

Bey (1979) developed a relation for flow velocity in a gravel

stream which took account of the shape of the channel as well as the

size of gravel on the bed.

The relations fitted to the data by Bray were of two forms: 1) Strickler

type and 2) Keuligan type. The Strickler type equation gives the

Manning friction factor "n" in terms of a characteristic size Ks of

the bed sediment,

n • a It 1/'
s

(14)
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The Keuligan relation is,

(15)

in which a • hydraulic radius of the channel, S • channel alope, I •

acceleration· of aravity, V • aean velocity and K • characteristic beds

aediment abe.

The Keuligan equation can be manipulated to give the !famU.ng "n"

by introducing the Mam1ing equation,

This gives,

(16)

•
0.113 '1.1 / 6

n • -~=;""";;;--~R.::-

2.2l+2.03log K
s

In Eqs. 16 and 17, 'I. and K are in meters aDd V is in meters per sec•. s

The Limerinos (1970) equation for n is,

(17)

(18)

in which 'I. • hydraulic radius in meters and D84 is the grain size of

the bed sediment for which 84 perCeDt of the total number of grains on

the bed are finer. Note that this aize differs from the usual one

which is based on weight percent instead of number percent.

Bray compared values of observed velocities in 67 rivers with

those calculated by the !fanning equation (Eq.16) with "n" values given

by the Strickler, Keuligan and Limerinos equations. To calculate n by

•
Eq. (14) the following forms were used,

1/6
n • 0.041 DSO

(19)
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1/&
D • 0.038 D90 (20)

Values of D were calculated with the lteuligan equatiOll (Eq.17) with

Its • D50, D65 and D90• The aediDlent sizes were expressed in meters and

based on percent by number.

Bray found that the Lt.erinos equation (Eq.18) gave the smallest

mean error aDd standard deviation of errort in the calculated velocity.

He also compared results obtaiDed with relatiOlls by Cowan and Lacey and

developed equations of the Strickler and LiDleriDos form with constants

which best fit the data for the 67 rivers.

III. Stability of Granular Sediments

1. Granular sediment on a stream bed

FigurelS is a diagram showing the forces acting on a grain

in a bed of other grains. When critical conditions exist and the grain

is on the verge of moving and the moment due to the shear stress T
C

about

the point of support is 'just equal to that of the weight of the grain.

Equating these moments gives:

(21 )

in which Ys =specific weight of sediment grains, y =specific weight of

water, ds =diameter of grains, $ is the slope angle of the stream, e =
the angle of repose of the sediment, c1 and c2 are dimensionless constants

and a1 and a2 are lengths as shown in Fig. 18. Any consistent set of units

may be used in Eq. 21 for example the ft, 1b (force) and sec system.
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Equation 21 cannot be used to give 'c because the factors cl ' c2' .~~

a1 and a2 lre not known. Therefore the relation between the pertinent

quantities is expressed by dimensional analysis and the actual relation

is detemined from experimental data. Figure 19 is such a relation first

presented by Shields (1936) and carries his name. The curve is expressed

by dimensionless combinations of critical shear stress 'c' sediment and

water specific weights Ys and y, sediment size ods' critical shear velocity

u* • ~/p and kinematic viscosity of water v. These quantities can be

expressed in any consistent set of units.

The Shields curve is awkward to use because 'c and ds occur in both

coordinates of the curve. These coordinates can be rearranged into more

convenient combinations to facilitate calculation. One such set of

coordinates is shown in Fig. 20. In this fomulation the shear stress 'c

has been eliminated from the abscissa and a straightforward solution for 'c

can be made when ds ' and properties of the water and sediment grains are

given.

The Shields values of 'c are used commonly to denote conditions under

which bed sediments are stable but on the verge of being entrained. Not all

workers agree with the results given by the Shield curve. For example, some

workers give '*c =0.047 for the dimensionless critical shear stress for

values of R. in excess of 500 instead of 0.06 as shown in Fig. 19. Taylor

and Vanoni (1972) reported that small but finite amounts of sediment were

transported in flows with values of 'c given by the Shields curve.

The value of 'c to be used in design depends on the particular case

at hand. If the situation is such that grains that are moved can be

replaced by others moving from upstream some motion can be tolerated and

the Shields values may be used. On the other hand if grains removed

...~
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tit cannot be replaced as on a stream bank. the Shields values of TC are

too large and should be reduced.

The value of bed shear stress TO for a wide rectangular channel

is give.n by TO • ydS in which y • specific weight of water. d is flow

depth and S • channel slope. The average bed shear stress for any channel

is given by TO • yrs in which r • the hydraulic radius of the channel

cross-section.

2. Granular Sediment on Bank

A sediment grain on a bank is less stable than one on the bed because

the gravity force tends to move it downward. The ratio of the critical

shear stress T
WC

for a particle on a bank to that for the same particle on

the bed T
C

as given by lane (1955):

• _ (tancl>1)2
1 tana (22)

(23)

,

in which cl>l is the slope of the bank and a is the angle of repose for the

sediment. Values of a are given by lane (1955) and Simons and Senturk (1976).

3. Granular Sediment on Sloping Bed

Equation 21 shows that T
C

diminishes as the slope angle cl> increases.

For very small cl> T
C

is:

clal
TC • c:a- (Ys-y}dstana

2 2

We can now write:

(24)
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(T
C
)' • , is the critical shear stress for sediment on a bed with a

slope angle. and (T
C
)' • 0 in the critical shear stress for a bed with

very small slope. The value of (T
C
)' • 0 can be found from the Shields

diagram or by other means. Equations (21-24) are for positive, which is
positive for downward sloping beds. For beds with adverse slope, is
negative and the term tan,/tane in Eq. (24) is positive~
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1. INTRODUCTION

Alluvial channels are designed to provide proper conveyance

for the discharge while objectionable scour and deposition need to

be avoided. According to the function, alluvial channels may be

classified as canals and flood control channels (or rivers). Canals

that are used to convey water for irrigation, navigation, etc. are

usually designed for a constant discharge. Flood control channels,

on the other hand, are for the purpose of carrying a design flood

of specified frequency; the discharge varies significantly during

the flood. While a canal usually has a steady uniform flow, a flood

control channel has an unsteady and varied flow. For this reason,

the hydraulics of flow for the latter may not be computed directly

from the uniform flow equation such as the Manning's equation.

Two basic types of alluvial channels may be classified; namely,

those subject to scour but not deposition and those subject to both

scour and deposition. The distinction between them lies in the bed

load. When bed-load sediment is not present, the channel is subject

to scour but not deposition; therefore, one is con..·erned with prOViding

proper channel protection so that objectionable scour can be avoided.

On the other hand, if bed-load sediment is present, the channel is

subject to both scour and deposition; therefore, it needs to be so

designed that the dynamic equilibrium of sediment transport and channel

stability are maintained. Design methods for these two types of

channels are quite different, as described below separately:

2. ALLUVIAL CHANNELS SUBJECT TO SCOUR BUT NOT SILT

When water is drawn from a storage reservoir, it is normally

1
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free of bed-load sediment, and the basic criterion in designing a stable

channel is to prevent scour of the material from the channel boundary.

Based upon the scour criterion, two different design methods are

generally used, namely, the permissible velocity method and the tractive

force method. Maximum permissible velocities and corresponding values

of the tractive force for different channel materials are given in

Table 1; permissible velocities for channels lined with grass are

given in Table 2. Similar criteria can be found in different design

manuals.

A. Permissible Velocity Method

Under the permissible velocity method, an alluvial channel is so

designed that the cross-sectionally averaged velocity does not exceed

the permissible velocity. Since this method does not consider the bank's

configuration, it must be selected separately with consideration given

to bank stability. This method, however, proves to be useful for flood

control channels with gradually varied flow for which the water-surface

profile and velocity can be computed using a fixed-bed computer model

such as the HEC-2 model. The peak discharge should be used in channel

design. The final channel configuration can be obtained using a trial

and-error procedure through repeated adjustments starting from an initial

configuration. For each selected channel configuration, the water-surface

profile and velocity are obtained using the computer program. The

configuration is adjusted repeatedly until the computed water-surface

profile and velocity satisfy the design requirements. To stay within

the permissible velocity, the channel slope may need to be reduced.

In such a case, drop structures are usually used.

2
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"Examples of channel design using this approach include the Mission

Valley Flood Control Channel in the City of San Diego (see Figure 1)

and the Salt River Flood Control Channel at Scottsdale, Arizona.

In both cases, bed-load sediment is not a major factor, and grass

lining is used to maintain channel stability. The Mission Valley

Flood Control Channel is designed to carry the 100-year flood at

the maximum velocity of 6 to 7 feet per second. The natural channel

slope is reduced by three drop structures which also serve as road

crossings for the river. The final configuration of the channel

with the drop structures was obtained by repeated trials. For each

trial configuration, the water-surface profile and the velocity at

each cross section were computed using the HEC-2 program. The computed

results for each configuration also provided the needed adjustments

for that configuration. The final configuration so obtained satisfies /~

the requirements for flood control and channel stability.

B. Tractive Force Method

Tractive force exerted on the channel boundary is a drag force

acting in the direction of flow. For a wide channel, the unit tractive

force is expressed as

l' = yDS (1)

in which l' = tractive force in 1bs/ft2 ; y = specific weight of water;

D = flow depth; and S = slope or energy gradient. For trapezoidal

channels with different width-depth ratios, the unit tractive force

is shown in Figure 2.

3
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The permissible tractive force is related to the channel material as

shown in Table L For canals in noncohesive materials, the permissible

unit tractive force may be obtained from Figure 3. Similar relationships

are provided by different design manuals. Materials on channel banks

are also under the action of gravitation in addition to the tractive

force exerted by the flowing water; the permissible tractive force is

multiplied by a factor K (K < 1) defined as .

2
tan e

K = cos e ( 1 - ----::::-- )~
2tan <p

in which e = angle of the bank slope and <p = angle of repose of the

bank material. For sinuous channels, the permissible tractive force

needs to be reduced; a recommended reduction to allow for channel

sinuosity is given in Table 3.

The tractive force method is-usually used for channels of a

uniform flow; it is also applied to determine the size of riprap for

(2)

bank protection. In either case, the tractive force needs to be com-

puted first, then this tractive force is compared with the permissible

tractive force. Channel configuration and channel materials are usually

obtained in such a way that the tractive force stays within the permissible

tractive force. While the channel slope is usually designed to follow

the natural terrain, it may also be reduced by using drop structures.

3. ALLUVIAL CHANNELS SUBJECT TO BOTH SCOUR AND DEPOSITION

A. Alluvial Canals

Alluvial channels carrying a certain amount of bed load are

4
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·subject to both scour and deposition. A stable alluvial channel

maintains the equilibrium not only in sediment transport but also

in its geometry. For an unlined canal, the channel geometry has

three degrees of freedom in its width, depth, and slope. In addition,

the bank slope needs to be selected in consideration of the bank

material. Field experience from stable alluvial canals shows that

the straight alignment of such canals can be maintained within a

certain range. The stability of the straight alignment is described

in a separate chapter.

Traditional methods used in the design of stable alluvial canals

are based upon the regime concept. A channel in regime is defined

as having zero net erosion and deposition over an operating cycle.

Previous regime methods have been developed using the empirical

approach; that is, regime relationships for the channel width, depth,

and slope are based upon measurement from existing stable irrigation

canals. Examples are those developed by Lacey, Inglis, Blench, Simons,

etc. Each method usually consists of three formulas for the width,

depth, and slope.

Lacey's Regime Method - The regime method by Lacey may be summarized

by three equations. First, the resistance to flow equation

(3)

in which V = mean velocity in feet per second; R = hydraulic radius;

and S :: channel slope. This equation is similar to the Manning's

equation in form; the difference between them suggests that alluvial

bed roughness (or bed form) is related to the flow condition. The

5
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second equation by Lacey has the form

P = 2.67 rq- (4)

in which P = wetted perimeter and Q = bankfull discharge. This equation

may be interpreted as the relation for the regime width of canals, since

the wetted perimeter of a canal is directly proportional to the width.

It is interesting to point out that, based upon this relationship, the

channel width is essentially a function of the discharge alone. This

relation is in sharp contrast to certain rivers for which the width

is strongly dependent upon the slope in addition to the discharge.

Explanations are given in the chapter on the analysis of alluvial

streams.

The third equation by Lacey is for the channel slope, i.e.

f5/ 3

S =---~~
1750 Q1/6

in which r = silt factor = Id; and d = sediment size in inches. For

the given bankfull discharge and sediment size, the three independent

equations by Lacey provide the required stable channel width, depth,

and slope. No specific relation is given for the bank slope of the

channel.

Blench's Regime Method - Since the appearance of Lacey's method,

much more development work has been done, particularly by Blench.

His regime method consists of three independent conditions, i.e.

the bed factor, the side factor, and the slope equation as given

below:

6

(5)
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v2

Fb =--D

V3

F =--
s B

and

V
2 VB

= 3.63 (1 + aC) (__ )l:t
gDS \)

(6)

(7)

(8)

in which Fb = bed factor; D = depth of flow; Fa = side factor; B =

average width; a = an empirical coefficient having the value of 1/233;

C = bed load concentration in parts per 100,000 by weight; v = kinematic

viscosity.

Empirical value for the bed factor and side factor as provided

by Blench are

F
b

= 1. 9 Icf (1 + 0.12 C)

F = 0.1 for slightly cohesive bankss

= O~2 for medium cohesive banks

= 0.3 for highly cohesive banks

(9)

(10)

in which d = median sediment size in mm. Now, the three independent

conditions represented by Equations 6, 1, and 8 can be solved to

obtain the channel width, depth, and slope, and one has

B (11)
Fs

7
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D = (
FsQ )1/3

F 2
b

and

F 5/6 F 1/12 1/4
\I

S
b s=

3.63 (1 + aC) gQ1/6

(12)

(13)

These three equations provide the dimensions of a stable canal under

given conditions of the design discharge, sediment concentration,

sediment size, and bank cohesiveness. By introducing the side factor,

this method accounts for the effect of bank cohesiveness on the channel

geometry. Based upon this method, the stable channel width decreases,

while the depth increases with an increase in bank cohesiveness.

Physically, cohesiveness of the bank material has the effect on the

bank slope in that steeper bank slopes usually develop in the form

of a berm in cohesive materials.

Simons and Albertson's Regime Method - The design method by Blench

is limited to canals with a sand bed and cohesive banks. The method

developed by Simons and Albertson has extended this scope to canals

of different characteristics. Based upon a large collection of data,

they classified canals into the following five types: (1) sand bed

and banks, (2) sand bed and cohesive banks, (3) cohesive bed and

banks, (4) coarse noncohesive material, and (5) same as (2) but with

heavy sediment loads, 2,000-8,000 ppm. Regime equations by Simons

and Albertson may be classified into three groups. The first group

of equations is for the stable width; these equations are

8



and

P = K Q~
1

B = 0.9 P

B = 0.92 T - 2.0

9

(14)

(15)

(16)

in which Kl = a coefficient related to the canal type and T = surface

width. The second group of equations provides the channel depth;

they are

and

R = K QO.36
2

D = 1.21 R

D = Z + 0.93 R

for R ;;; 7 feet

for R > 7 feet

(17)

(18)

(19)

in which KZ = a coefficient. The third group of equations is for the

channel slope; these are

(ZO)

and

9
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(21)

in which m = an exponent and IS, K4 = coefficients. Coefficients

and exponents for these equations are tabulated below.

CHANNEL TYPE

Coefficient 1 2 3 4 5

~ 3.5 2.6 2.2 1. 75 1.7

Kz 0.52 0.44 0.37 0.23 0.34

~ 13.9 16.0 17.9 16.0

K4 0.33 0.54 0.87

m 0.33 0.33 0.29 0.29

This method reflects the effects of bed and bank material on

the stable channel geometry in addition to the discharge. For the

same materials, the width and depth are in direct proportion to the

discharge, and they are essentially independent of the slope. For

the same discharge, canals with cohesive banks are smaller in width,

deeper in depth, and flatter in slope than those with noncohesive

banks. This comparison is attributed to the fact that cohesive banks

are generally steeper than noncohesive ones.

A rational method for stable alluvial canal design has recently

been developed by Chang. This method and design charts pertaining

to sand-bed canals and gravel canals are described in a separate

chapter. The rational method provides the stable channel geometry

and conditions for which the straight alignment can be maintained.

10
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. B. Rivers and Flood Control Channels

Natural rivers and flood control channels are usually subject

to both scour and silt. The fundamental difference between these

channels and canals is that the discharge is not controlled in natural

rivers. For this reason, a hydrograph is used as the basis of channel

design or channel improvement. Since flood flow in a river is classified

as gradually varied unsteady flow, the evaluation of such flow in

an erodible channel must consider the hydraulics of flood and sediment

routing and associated river-channel changes.

An alluvial river is the author of its own geometry; therefore,

it will respond to any design scheme for river control or regulation

through self-adjustments, i.e., river channel changes. The evaluation

of the flood level and other impacts resulting from any design project

requires a model for erodible channels. Two types of model are used

to evaluate the channel-related project, namely the physical model

and the mathematical model. Detailed descriptions of a mathematical

model and its applications are given in a separate chapter.

11
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TABLE 1

MAXIMUM PERMISSIBLE VELOCITIES RECOMMENDED BY FORTIER AND SCOBEY AND THE
CORRESPONDING UNIT-TRACTIVE-FORCEVALUES CONVERTED BY THE U.S. BUREAU OF
RECLAMATION. (For straight channels of small slope, after aging)

Water
Clear Water transporting

colloidal silts
Material n

V to V TO

fps lb/ft2 fps lb/ft2

Fine sand, colloidal 0.020 1.50 0.02-7 2.50 0.075
Sandy Loam, noncolloidal 0.020 1.75 0.037 2.50 0.075
Silt loam, noncolloidal 0.020 2.00 0.048 3.00 0.11
Alluvial silts, noncolloidal 0.020 2.00 0.048 3.50 0.15
Ordinary firm loam 0.020 2.50 0.075 3.50 0.15
Volcanic ash 0.020 2.50 0.075 3.50 0.15
Stiff clay, very colloidal 0~025 3.75 0.26 5.00 0.46
Alluvial silts, colloidal 0.025 3.75 0.26 5.00 0.46
Shales and hardpans 0.025 6.00 0.67 6.00 0.67
Fine gravel 0.020 2.50 0.075 5.00 0.32
Graded loam to cobbles when noncolloidal 0.030 3.75 0.38 5.00 0.66
Graded silts to cobbles when colloidal 0.030 4.00 0.43 5.50 0.80
Coarse gravel, noncolloidal 0.025 4.00 0.30 6.00 0.67
Cobbles and shingles 0.035 5.00 0.91 5.50 1.10

e



TABLE 2

PERMISSIBLE VELOCITIES FOR CHANNELS LINED WITH GRASS

Permissible velocity, fps

I-'
LV

Bermuda grass

Buffalo grass, Kentucky bluegrass,
smooth brome, blue grama

Slope range,
%

0-5
5-10

>10

0-5
5-10

>10

Erosion-resistant
soils

8
7
6

7
6
5

Easily eroded
soils

6
5
4

-5
4
3

)

Grass mixture

Lespedeza sericea, weeping love
grass, ischaemum (yellow bluestem)
kudzu, alfalfa, crabgrass

Annuals--used on mild slopes or
as temporary protection until
permanent covers are established,
common lespedeza, Sudan grass

0-5 5 4
5-10 4 3

Do not use on slopes steeper than 10%

0-5 3.5 2.5
Do not use on slopes steeper than 5%, except
for side slopes in a combination channel

0-5 3.5 2.5
Use on slopes steeper than 5% is not
reconnnended

! )



TABLE 3

INFLUENCE OF BENDS ON PERMISSIBLE TRACTIVE FORCE

Degree of sinuosity

Straight canals

Slightly sinuous canals

Moderately sinuous canals

Very sinuous canals

14

Relative limiting
tractive force

1.00

0.90

0.75

0.66
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STABLE ALLUVIAL CANAL DESIGN

By Howard H. Chang1 , M.ASCE

INTRODUCTION

Steady uniform flow in an open channel with a movable boundary

(alluvial channel) can only be described with a set of three indepen-

dent equations. For any given water discharge and sediment discharge

conveyed through an alluvial channel, the flow will establish its width,

depth, and slope over a period of time. For the design of canals, regime

formulas have been developed by many investigators, notably by Lacey,

Inglis, Blench, Simons, etc. Most regime formulas consist of three

independent equations to solve for the three degrees of freedom in chan-

ne1 width, depth and slope. For a channel in regime, the water discharge,

sediment discharge, channel geometry and slope are in equilibrium. The

regime researchers obtained data from regime channels, relating the

variables considered pertinent in various combinations and thereby to

discover what relations hold among the hydraulic and sediment parameters

obtained in these channels.

Among the independent relations for alluvial channels, the flow resis-

tance formula and sediment transport formula have been studied by many

investigators. Assuming that formulas for flow resistance and sediment

transport may be selected for application under appropriate conditions, only

one additional condition will be needed to describe an alluvial channel.

In searching for this third condition, the equilibrium state of al1u-

vial channels will be considered. The regime channel described above

1. Professor and Chairman, Civil Engineering Dept., San Diego State
University, San Diego, CA.
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as ~ell as graded streams (11) studied by geologists are alluvial channels

in equilibrium. In this paper, the equilibrium condition will be related

to the condition of minimum stream power for an alluvial channel and thereby

applied to obtain the equilibrium configuration. Some canal data are

used for experimental substantiation.

In a previous study, Chang and Hill (2) applied these three condi

tions to compute the variation of the stream geometry on a delta. The

delta stream, being more or less unconstrained in its width and depth,

may be concentrated or braided in flow pattern depending on the width

depth ratio of the cross-section. Using these three conditions for the

delta stream in dynamic equilibrium, the width, depth, and slope were

computed and compared favorably with measured data.

MINIMUM STREAM POWER

Stream power represents the energy consumption per unit time of the

stream flow. For a unit channel length, the stream power is given by

yQS, where y = specific weight of flow; Q = flow discharge; and S = slope

or energy gradient. Before describing minimum stream power as it applies

to alluvial channels, one may recall the minimum energy principle in

thermodynamics (1) and the principle of least work in solid mechanics (10).

Similarities among them may be observed.

The hypothesis of minimum stream power for a hydraulic system may be

derived from the principle of virtual work for a mechanical system. The

principle of virtual work as defined by Langhaar (10) is given as follows:

For an unchecked mechanical system, the necessary and

sufficient condition for equilibrium is

oW == 0

provided that oW exists.
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In this statement, oW is the virtual work done by the forces (external and

internal) that act on the system caused by a virtual displacement consistent

with the constraints. The sign =signifies that the 'equality holds for all

admissible virtual displacements. A system is said to be unchecked if

the forces change continuously when a virtual displacement is executed.

This principle may be generalized immediately to apply to systems

that translate at constant velocity, since uniform translation such as

channel flow in a moving frame is equivalent to a static system. It may

also be applied to a fixed control volume in a flow field as long as the

mass inside remains constant. Also, the work or energy may be replaced

by power when the rate of energy is of interest. Now, consider a control

volume of steady uniform flow in a channel with a tmit length. With the

introduction of a virtual displacement per unit time (virtual velocity)

to the control volume, the change in forces is continuous for every

admissible path subject to the constraints. Therefore, under the equi

librium condition, the virtual stream power op caused by a virtual veloc

ity must satisfy the condition

op =0 (2)

w~ich represents an extremum. Since a maximum has no meaning, therefore,

it represents a minimum. The hypothesis of minimum stream power for an

alluvial channel is given as follows:

For an alluvial channel, the necessary and sufficient con

dition for equilibrium is when the stream power is a mini

mum subject to given constraints. Hence, an alluvial

channel with given water discharge and sediment inflow

tends to establish its width, depth and slope such that

the stream power or slope is a minimum.
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It should be pointed out that this definition is different from the hypoth-

esis of minimum.unit stream power proposed by Yang (19, 20) in that he

uses the unit stream power VS instead of QS. The difference is the cross-

sectional area of flow A which is a variable; therefore, minimizing QS will

not give the same result as minimizing VS.

According to the above definition for minimum stream power, a stable

alluvial channel has the cross-sectional shape for best hydraulic effi-

ciency subject to the constraints. Therefore, as the sediment load

approaches zero for a stable alluvial channel, its cross-section should

approach the be~t hydraulic section for rigid boundary channels as demon-

strated later in the paper.

BASIC RELATIONS FOR ALLUVIAL CHANNELS

In the long term field situation for stable alluvial channels, the

water discharge Q and sediment discharge Q are independent variables whiles

slope, depth, and width are the three dependent variables as pointed out

by Mackin (11), Kennedy and Brooks (7), Maddock (12), and others. This means

that an alluvial channel will establish its velocity, slope and channel

geometry subject to the Q and Qs provided. For a given set of Q and Q , thes

three dependent variables may be determined using the three conditions of

a flow resistance formula, a sediment discharge formula and the minimum

condition of YQS or S. Before describing the procedures for computation,

the flow resistance and sediment discharge formulas are described below

separately:

Flow Resistance Formula

This formula provides the stage-discharge relationship in a channel

when the resistance coefficient is known. A simple flow resistance
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formula is the Manning formula

v = 1.486 ~s!f
n

(3)

where V = mean velocity; n = resistance coefficient or the Manning coeffi-

cient; and R = hydraulic radius. While this equation is widely used in

rigid boundary channels, its accuracy for alluvial channels is limited

since the roughness coefficient also depends on the bed form and other

variables. According to Chow (3), the value of n in clean straight earth

channels is in the range of 0.016 to 0.025 for sand bed and in the range

of 0.022 to 0.030 for gravel bed.

Among the regime formulas, perhaps the most widely acknowledged

and well known are those developed by Lacey (8). The flow resistance

formulas by Lacey have the form

V = 1. 346 rJt.~S~
Na

in which, Na = absolute rugosity; D = mean bed depth; and
1

N = 0.0225f~a

f = 1.6va-

where f = Lacey's silt factor; andd = median bed material size in rom.

(4)

(5)

(6)

According to Lacey, this equation is applicable within the ranges of bed

material size between 0.15 to O.40mm and discharge between 5 to 5000 cfs

in an alluvial channel with non-cohesive bed material. In addition, the

bed load has to be small and the bed form had to be in the lower flow regime

of ripples and small dunes but not in the upper regime of waves. Under the

ranges specified above, this equation is applicable to most of the regime

canals.

Engelund and Hansen (4) expressed the total roughness in terms of the

grain roughness and bedform roughness; the following relation was obtained:
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e = e' + e"

In which, 0, 0' and 0" = dimensionless total shear stress, shear

(7)

stress due to grain roughness, and shear stress due to bedform roughness.

Among them, e and 0' are defined as follows:

0 = yDS

(Ys-Y)d (8)

B'
yD'S

=
( "Ys-Y)d (9)

In which, Ys = specific weight of sediment grains; D = flow depth; D' = depth

of flow due to grain roughness, and d = size of particle. Using the flume data

reported by Guy, Simons, and Richardson (6), Engelund and Hansen obtained the

following relationship for lower regime flow with a dune bed.

0' 2= 0.06 + 0.4 0 (10)

For upper regime flow with standing waves and flat bed, the relationship is

o = 0' (11)

They also suggested the following logarithmic resistance formula for D'

v
= 6 + 2.5"ln Dr

"Z'3'd (12)

In which, g = acceleration of gravity.

Other resistance to flow formulas for alluvial channels consider

additional hydraulic and sediment variables, such as the relation-

ships developed by Einstein, Shen, Simons, Senturk, etc. An excellent

summary and comparison of these relationships are given in Reference 16.

These formulas are applicable to more general cases of flow in alluvial

channels not restricted by those of the regime formulas. However, these
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formulas require the gradation of the bed material as a part o£ the in-

put in addition to the median sediment size.

Sediment Discharge Formula

Numerous formulas are available for predicting the sediment load in an

alluvial channel. To account for the shear stress distribution in a canal

as described later, the type of formulas selected for this application

is stated in terms of the shear stress. Specifically, the Duboys formula

(16, 18), the Einstein-Brown formula (16, 18), and the Engelund-Hansen

formula (4) were used because the canal data used herein contain the re-

quired information for these formulas. Among them, the first two are

for the bedload while the third one is for the bed material load.

The DuBoys formula has the form:

q = 0.173 T [T - T ]
s d~ 0 a c

(13)

where qs = sediment load per unit width and time in cfs per foot; To = shear

stress in psf; and T = critical shear stress = 0.0125 + 0.019d.c

The Einstein-Brown formula has the form

0.465~ = e-0.39lP

in which

~
qs

=

YsF Vg Ys
d

3
Y

1

(Ys - Y) d
P = T

0

If > 5.5

P :s 5.5

(14)

(15)

(16)

(17)
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3(YS )gd Y - 1

(18)

and C = a numerical constant having a mean value of 40; Y = specifics

weight of sediment in lbs/ft3; V = kinematic viscosity of water in ft2/sec;

and g = gravitational acceleration in ft/sec2•

In an effort to rationalize Lacey's regime flow equations, G~ll (5)

developed a flow equation from the Einstein-Brown formula which verifies

the exponential form of all the Lacey's equation, excepting the width

equation which was not examined. Using the Gilbert's and Simons-Richardson

data, Gill observed a departure of the Einstein-Brown formula from the data

in the zone of low shear stress when 1" and 1" are of the same order ofo c

magnitude. To correct the departure, he suggested the following 1lIOdifica-

tion

(19)

At high values of shear stress, this equation reduces to the Einstein-

Brown formula. At low shear stress, this equation bears resemblance to

the DuBoys formula which was calibrated mainly using the Gilbert data.

In the threshold condition of bed. movement, the term 1" - 1" in DuBoys
o c

formula and the 1"b/1"C - 1 term in the above Gill formula become signi

ficant. As pointed out by Gill, this may explain why regime equations

apply only to those channels which are actively mobile but not in the

low shear stress region.
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The Engelund-Hansen formula is

[ (Y
s

:OYld]
Y2

O.OSy V2 d (20)
qs = s

(Ys 1)g y-

where V = mean velocity in fps.

These formulas will be applied, one at a time, to compute the geom-

etry of the stable canals. For the computing procedures described later,

only the functional relationships represented by the formulas are used in

determining the canal geometry.

The above sediment formulas predict the sediment discharge per unit

width; the total alOOunt of sediment discharge in a channel may be obtained

by integration. For a canal, the transport of bed material is limited

essentially to the bed and therefore

Qs =fb qsdb (21)

where Qs = sediment discharge of the canal in lbs/sec; b = bed width of

canal in feet. Since the unit sediment discharge q is related to the shear
s

stress To in the above sediment discharge formulas, therefore,

in computing Qa' one needs to consider the shear stress distribution. In

a wide canal, T is given by yDS, where D is the mean bed depth. In a
o

trapezoidal section, the shear stress distribution declines toward the

banks depending upon the bank slope z and width-depth ratio biD (9), as

shown in Fig. 1. Numerical integration will be employed to evaluate the

integral in Eq. 21 for each shear stress distribution.

THE COMPUTER PROGRAM AND SAMPLE RESULTS

The computer program FLUVIAL-7 has been developed to predict the geOID-

etry of stable alluvial channels. For the given parameters of water dis-
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charge, sediment load, bank slope~ bed material and temperature, it computes

the width, depth and slope of the channel by solving the three simultaneous

equations. The results obtained satisfy the flow resistance formula, the

sediment discharge formula and the minimum stream power condition.

The flow diagram showing major steps of the computation for the pro-

gram is given in Fig. 2, in which nested iterations are employed to search

for the unknowns since they are implicit variables. These iteration loops

are described below separately:

1. The first iteration -- with the given values of Q, Qs' d, z, V, this

iteration is used to search for the channel with B at which the slope is

a minumum. The computation is carried to an accuracy of 1.5% of the width.

2. The second iteration --for each value of B within the first iteration,

the second iteration is employed to solve for the values of D and S such

that Q is equal to the given value. A tria1-and-error procedure, based

upon the IBM Scientific Subroutine RTMI (17)~ is used for this purpose.

At each value of D, the value of S is computed based upon the sediment

transport formula and then the value of Q is computed using the flow

resistance formula. In the tria1-and-error solution, the computation is

carried to an accuracy of 0.001 foot for D.

To demonstrate the variations of stream power and other flow parameters

with the channel configuration some sample calculations are shown in Fig. 3.

In which, S, yQS, D, BID, nand Froude number are shown as functions of

the channel width B for the specified input of Q, Q , d, and z. The value. s

of S has its minimum of 0.00095 at the width of 72 feet and the depth of

7.6 feet; these values are taken as the solutions of the stable canal for

the specified input parameters.
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Field experience from the India-Pakistan Canals has demonstrated that

the stability of canals may be maintained if they are in the lower flow

regime and that meandering and bank erosion often develop as upper regime

flow is reached. Canal designers often use the Froude number as a

criterion for the flow regime; its value is usually kept at about 0.2 and

never above 0.3 in the canals. The graphical relation representing the

upper limit for lower regime flow developed by Athau1lah and Simons as

described in References 16 may be approximated by the equation

( R \-0.31
Fr = 4.388 \dJ (22)

where R = hydraulic radius. This relation is employed herein as the upper

limit for canal analysis.

DESIGN CHART FOR STABLE ALLUVIAL CANALS

A design chart for stable alluvial canals has been constructed as

shown in fig. 4, using the computer program developed herein. While this

chart is for the sediment size of 0.3 mm and the 2 to 1 side slope,

similar charts may also be obtained for other combinations of sediment

size and side slope. The variations of velocity and sediment discharge

are shown in Fig. 5. With a given set of Q, S, d, z, the values of B,

B/D, V, and Q may be obtained directly from the appropriate design charts.s

The region of analytical prediction as shown in the figure has its lower

limit at the threshold for sediment motion, and its upper limit specified by

Equation 22 above which canals are known to have meandering tendency as

described previously.



12

Since the design chart was constructed based upon the condition

of minimum stream power, the channel configuration as shown represents

that of best hydraulic efficiency for the water and sediment discharges

imposed. Therefore, as the sediment discharge approaches zero, the

canal configuration must approach that of the best hydraulic section for

rigid channels. For the 2 to 1 side slope, the best hydraulic section

has the width-depth ratio of 2.47.

Except in the region of low shear stress for incipient sediment

motion, the analytical relationships represented by the design chart

generally agree with other regime formulas. As stated previously, most

regime formulas fail in the flow region of low shear stress.

The flow resistance and sediment discharge formulas as desribed

previously were used in producing different design charts each of them was

then compared with the canal data to determine the accuracy. Based upon

the three sets of canal data which will be described later in the paper,

the flow resistance formula by Engelund and Hansen was found to be slightly

more accurate than the Lacey formula and it was therefore adopted for

application. The applicability of each sediment discharge formula was also

investigated. Except in the flow region of low shear stress, analytical

results obtained based upon the Engelund-Hansen formula are somewhat better

than the Einstein-Brown formula and the DuBoys formula. For the reasons given

by Gill, the Einstein-Brown formula is inadequate in the low shear stress region.

This fact is verified as it does not produce the best hydraulic section as

the sediment discharge approaches zero. Similarly, the sediment discharge

formula by Engelund and Hansen is also found inadequate in the low shear

stress region. That is not surprising because this formula, developed
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based upon the similarity principle, is not supposed to be used in the low

shear stress region of plane bed.

The Gill and DuBoys sediment formulas have been found to generate

reasonable results in the low shear stress region. Since the DuBoys formula

is applicable in the entire flow region under consideration, it was there

fore used in constructing the design chart.

Analytical predictions of stable canal configuration in relation to

the sediment size and side slope and shown in Figs. 6 and 7 respectively.

For a constant discharge and side slope, the channel width and width-depth

ratio are shown to vary inverse proportionally to the sediment size.

That is,stab1e canals of finer materials are wider and shallower than

those of coarser materials when other conditions are equal. For a

constant discharge and sediment size, the channel width and width-depth

ratio are shown to vary proportionally to the side slope; they are also

quite sensitive to the changes in side slope, especially at steeper slopes.

That is, a wider and shallower section is associated with a flatter side

slope when other conditions are equal. While the finer sediment size

produces a wider and shallower canal section, canals with fine materials

often have steeper side slopes due to higher concentration of cohesive

material which affect the canal slope in the opposite direction.

COMPARISON WITH CANAL DATA

To verify the analytical method developed herein, four sets of regime

canal data are used for comparison with the analytical prediction. The

canal data include both field data and laboratory data. Here, the field

data (14) include the Simons and Bender data, the Punjab Canal data, and



·e

e.

14

the·Sind Canal data; the laboratory data are those reported by Ranga Raju,

et ale in a recent publication (13). A summary of the canal data per

taining to their respective ranges in discharge, slope, depth, average

width, bank slope and sediment size are shown in Table 1. Typical of

the regime canals, most of the field data are for canals with a low

Froude number, a small sediment discharge, and a bed form in the lower

regime of plain bed, ripples or small dunes.

The Punjab Canal data are plotted directly on the design chart

as shown in Fig. 5 for comparison with the analytical prediction. Other

field data are not plotted because they cover greater ranges of sediment

size and side slope; that is especially true for the Simons and Bender

data.

As shown in the sample design chart in Fig. 5, the analytical width

and width-depth ratio may be obtained for a given set of water discharge

and slope. In the following comparisons, the given discharge and channel

slope for each canal are used to obtain the analytical channel width and

width-depth ratio which are then compared with the measured values. How

ever, the sediment discharge is required as an input parameter and the

slope is an output parameter using the computing procedures shown in

Fig. 2. Since the sediment discharge is an tmknown, it is determined by

trial-and-error such that the minimum slope it produces equals the

given slope.

To facilitate the computation, canal cross sections are approximated

as trapezoids, some examples are shown in Fig. 8. The trapezoidal section

is selected so that it has the same A, B, D, and P (wetted perimeter) as

the original canal. The bank slope of the trapezoid may be obtained from

the given B, D, and P values according to the following calculation.

Referring to the figure, one has the geometric relationships
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and z = .;:B:.....,----:;..b
D

(23)

(24)

Solving for z from the above two equations, one obtains

z = k + 2J k
2

- 3
3

(25)

where k = (P B)/D which is obtainable from the data. The bank slope

represented by z is required as an input parameter in the computer pro-

gram. The Simons and Bender data contains the cross-sectional profile

of all canals from which more accurate bank slope may sometimes be ob-

tained, see Fig. 8.

In their study of stable canals, Simons and Albertson (15) distin-

guished five types of canals, namely, canals with sand bed and banks;

canals with sand bed and cohesive banks; canals with cohesive bed and

banks; canals with coarse non-cohesive material; and canals with sand

bed and cohesive banks with heavy ,sediment loads (2,000 ~ 8,000 ppm).

Different bank materials are associated with different bank slopes and

therefore, the bank slope is used herein as an indication of the bank

material.

Each of the sediment discharge formulas described previously was

used in the computer program and the results generated were compared with

the canal data. Except in the zone of low shear stress, the Engelund-

Hansen formula produced results somewhat better than the Einstein-Brown

and the DuBoys formula and it was therefore selected for application.

For the reasons given previously, the DuBoys and the Gill formulas in

Eq. 19 are more accurate in the region of low shear when T and T are of theo c
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same order of magnitude. The DuBoys equation was used in this region

since it produced slightly better results.

For the Punjab Canal data and the Sind Canal data, the comparison

between computed and measured widths is shown in Fig. 9, and that

between computed and measured width-depth ratios is shown in Fig. 10.

The comparisons for the Simons and Bender data are shown in Figs. 11 and

12, in which the third parameter is the bank slope related to the type of

bank material. In general, non-cohesive banks have flatter bank slopes

with the value of z in the range of 2.0 to 3.1. For moderately cohesive

banks, z is in the range of 0.9 to 1.5; and for cohesive banks, z is

between 1.4 to 2.0. As the figure shows, the width-depth ratio of a

canal is sensitive to the bank slope. This figure also illustrates the

fact that a flat bank slope usually associates with a large width-depth

_ ratio, as recognized by Simons and Albertson and some other regime

researchers.

The experimental data by Ranga Raju et ale was obtained in a recircu

lating sand tray at a constant discharge using sand of medium size 0.27 mm.

They compared the measured geometric parameters with the regime relations

by Lacey, Simons and Albertson and Engelund-Hansen. The experimental

canal was generally wider and shallower than predicted from these regime

relations due to the non-cohesive bank material. However, using the

computer model developed herein, good comparison between the analytical

prediction and experimental data is observed, see Figs. 9 and 10.

CONCLUSIONS

This paper demonstrates the application of the minimum stream power

method to stable alluvial canals. Using the minimum stream power

hypothesis together with flow resistance and sediment discharge formulas,
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a computer program has been developed which may be used to obtain the

width, depth, and either slope or sediment discharge or stable canals.

The hypothesis of minimum stream power provides a condition for alluvial

channels in equilibrium with which the degree of indeterminacy may now be

reduced by one. While additional verification of this hypothesis is

necessary, it may prove to be a useful tool for a variety of problems in

fluvial hydraulics. Other conclusions are outlined below:

1. The minimum stream power hypothesis states that, subject to the given

constraints, the necessary and sufficient condition for equilibrium of

alluvial channels is when the stream power is a minimum. Therefore, an

alluvial channel with given water and sediment discharges tends to estab

lish its width, depth and slope such that the stream power (or slope) is

a minimum. The equilibrium configuration corresponds to the condition of

best hydraulic efficiency subject to the constraints.

2. Except in the flow region of low shear stress, the results of the

computer model on stable canals obtained based upon the Engelund-Hansen

sediment formula are somewhat better than the Einstein-Brown formula and

the DuBoys formula. Both the Engelund-Hansen formula and Einstein-Brown

formula are inadequate for flow in the low shear stress region in which

Lacey's regime equations also fail. However, the DuBoys formula and the

Gill formula are found adequate for canals with low shear stress corres

ponding to incipient sediment movement.

3. Using the computer model to obtain the stable configuration of a

canal, the width-depth ratio of the canal is sensitive to the bank slope.

In general, a large width-depth ratio is associated with a flat bank

slope. The bank slope may be used adequately to describe the type of

bank material of the canal.
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4. In addition to the field canals, the computer model has been found

applicable to small experimental canals in non-cohesive sand, for which

other regime formulas were found inadequate.

5. The stable alluvial channel configuration obtained using the minimum

stream power method represents that of best hydraulic efficiency under

the given conditions. Therefore, as the sediment discharge approaches

zero, the channel configuration approaches that of the best hydraulic

section for rigid boundary channels. The sediment discharge in a canal

approaches zero in the flow region of incipient sediment 1IlOtion in which

most regime formulas fail.
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APPENDIX II.--NOTATION

The following symbols are used in this paper:

A = cross-sectional area of flow;

B = average width of a channel;

b = bed width of a channel;

c = numerical constant;

D = average bed depth;

D' = depth of flow due to grain roughness;

d = median size of sediment;

f Lacey's silt factor;

g = gravitational acceleration;

n = Manning's roughness coefficient;

Na = Lacey's roughness coefficient or absolute rugosity;

p = wetted perimeter;

p = pmver;

Q = water discharge;

Qs = sediment discharge;

qs = sediment discharge per tmit channel width;

R = hydraulic radius;

S slope;

v = mean velocity;

U = work;

x = distance;

z = ratio of horizontal distance to one tmit vertically;

y = Specific weight of water;

Ys = specific weight of sediment;

v kinematic viscosity;



T = shear stress;o

TC = critical shear stress.
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RIVER MORPHOLOGY AND THRESHOLDS

by Howard H. Chang1, M. ASCE

ABSTRACT

The regime geometry and channel patterns of alluvial rivers are

analyzed using an energy approach together with physical relationships

of flow continuity, flow resistance, and sediment transport. Because of

the discontinuity in flow resistance, i.e., in power expenditure,

between lower and upper flow regimes, the adjustment in river regime

consists of sudden changes in channel geometry, channel pattern and

sometimes silt-clay content, when such a discontinuity is crossed.

Thresholds or discontinuities in river morphology are obtained in the

analysis. In accordance with such thresholds, rivers of distinct

morphological features are classified into four regions based upon the

bankfull discharge, channel slope, and median size of bed sediment.

Their respective features are described and certain regime relationships

for channel width and depth are established. The predicted channel

geometry are compa~ed with river data.

INTRODUCTION

The scientific and engineering literature is replete with regime

relationships for alluvial rivers. The quasi equilibrium channel

geometry is usually related to the slope, discharge, and sediment

properties, etc. (14,15,26). However, such relationships are by no

means continuous because there exist several apparent thresholds or

discontinuities between pattern states; therefore, regime adjustment

1
Professor of Civil Engineering, San Diego State University, San Diego,
California 92182
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involving a small change in slope may lead to a large change in channel

pattern if the slope is close to a critical value (30,31). It is clear

that a large change in channel pattern is accompanied by a significant

change in channel geometry.

Based upon experimental and field data, threshold slopes as func

tions of discharge (mean annual discharge or mean annual flood)

separating meandering rivers from steeper braided ones have been

obtained by Lane (14) and Leopold and Wolman (16). Such a threshold has

also been observed in experiments by Friedkin (11) and Schumm and Khan

(29). Ackers and Charlton (1) and Schumm and Khan have also observed a

lower threshold slope between meandering and straight streams in experi

ments, with meandering streams above the threshold. For a given dis

charge, there should be another lower slope at the threshold for bedload

movement, below which river. channel formation ceases (30). In addition,

it appears that there exists some threshold for the silt-clay (sediments

smaller than 0.074mm) content in the channel perimeter as Schumm

(26,27,28,31) has found certain distinct channel features associated

with the variation in channel silt-clay content.

The development of regime relationships for alluvial rivers is

complicated by the existence of thresholds, yet the thresholds and

different morphological features separated by them are obviously

important parts of our knowledge in river engineering. Stability

analysis has been employed to determine channel patterns and thresholds.

For example, Parker (21) obtained a relation for meandering and a

relation differentiating between meandering and braided regimes. This

paper presents an analysis of river morphology and thresholds for sand

bed rivers using an energy approach. Certain quantitative relationships
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pertaining to channel geometry and channel patterns in different regions

separated by thresholds are obtained. The analysis is also correlated

with channel geometry and silt-clay content using field data.

Rivers may be classified according to channel pattern or channel

type. Three major channel patterns are those of straight (or sinuous),

meandering, and braided rivers (16,17). Brice and Blodgett (2) classi

fied alluvial streams into four major types as shown in Fig. 1. In the

order of increasing channel slope, they are: equiwidth point-bar

streams, wide-bend point-bar streams, braided point-bar streams, and

braided streams without point bars. Equiwidth point-bar streams are

relatively narrow and deep; the width is not sensitive to changes in

channel slope. The widths of other types of streams vary in direct

relation to the slope and are sensitive to changes in slope. The thres

hold conditions for which these channel patterns and channel types occur

are analyzed herein. It will be demonstrated that morphological fea

tures predicated by the analysis are, to a large extent, coherent with

those of the four major types.

Meandering rivers analyzed in a previous paper (8) are limited to

equiwidth point-bar streams, characterized by flat slopes and flow

resistance in the lower flow regime. For other types of steeper

streams, there exist possibilities for flow resistance of both lower and

upper flow regimes. The sudden change in flow resistance between these

two flow regimes (34) should be matched by responses in river morpho

logy. The analysis will demonstrate that the adjustment in flow

resistance and its associated power transformation in part account for

the characteristic geometry associated with each channel pattern.
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ANALYSIS

This analysis is an extension of the previous analysis (8) which is

limited to equiwidth point-bar streams. The sketch of a point-bar

stream with riffles and pools is shown in Fig. 2. It represents a

wide-bend point-bar stream if it is nonbraided; otherwise, it is a

braided point-bar stream. Transverse flow distribution is uneven at the

pool section with most of the flow concentrated in the pool. The

effective width at the pool section is defined as that portion of the

total width which provides power expenditure of the section in excluding

the dead-water spaces at the channel margins from the calculations.

This definition for effective width is equivalent to that given by

Cherkauer (9). He noted that the effective width more closely

approaches the. total channel width in riffles than in pools. Thus,

although the total width may be constant, effective width oscillates

from narrow pools to wide riffles (9,24).

For the purpose of ·this analysis, each channel cross-section is

approximated as a trapezoid or, for braided channels, a number of

trapezoids separated by islands. If a section is in a curved channel,

the base of the trapezoid is replaced by the transverse bed s~ope S~.

For a set of channel width B (or effective width) and center depth D,

the maximum transverse bed slope occurs when the sloping bed extends to

the water surface on the convex bank (see Fig. 2). Since St is directly

related to the channel curvature (19), the maximum St occurs under the

maximum curvature (or minimum radius of curvature) for the given condi

tions.

In the following, variables and physical conditions used in the

analysis are outlined; the case of straight and nonbraided channel is
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first considered; then the effects of channel curvature and braided

channels on power expenditure and on channel geometry are analyzed.

Variables and Physical Conditions. - River channel formation is

governed by such independent variables as the water discharge, sediment

load, and sediment properties that are imposed upon the river from the

drainage basin (13,14,17,18). Since the regime condition is the state

of equilibrium toward which each river evolves, river channel formation

involves delicate adjustments in channel width, depth, slope, roughness,

etc., so that the inflow quantities of water and sediment are balanced

by the river's ability to transport. In the analysis, the independent

variables consist of the bankfull (channel-forming) discharge Q, the

bedload Q , and the median size of bed sediment d. The dependent varis

abIes include channel width, depth, slope, velocity, and channel curva-

ture. Note that channel roughness and transverse bed slope in a curved

channel are not additional variables because they can be related to

other variables. Valley slope is treated as another independent vari-

able since the time scale for its formation is much longer than that for

the river channel. Bank slope, z, is another dependent variable. While

a steeper bank slope is hydraulically more efficient, it, nevertheless,

is constrained by the erodibility of bank materials. Cohesive banks

which have a higher silt-clay content can be steeper than noncohesive

ones. This analysis does not consider such heterogeneities as bedrocks,

trees and vegetation, etc.

River flow can be analyzed by the physical conditions of flow con-

tinuity, bedload transport, and resistance relation among the discharge,

depth, width, channel roughness, and curvature. While these physical
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conditions are employed in the analysis, they are insufficient to

provide a complete solution because there exist more dependent variables

or unknowns. Recent studies in river morphology have verified that a

regime alluvial channel is adjusted so that the inflow quantities of

water and sediment are transported with the minimum stream power per

unit channel length (3,4) and equal stream power per unit length along

the channel reach (5,6). These concepts are also given in earlier

literature (17). Theoretical proof of minimum rate of energy dissipa

tion has been made by Yang and Song (35). Stream power per unit 1ength

is expressed as YQS, in whichYis the specific weight of water and S is

channel slope or energy gradient. The power associated with sediment

transport is usually negligible. Since Q is a given independent vari

able, minimum YQS is equivalent to minimum S. These two energy related

conditions, minimum S at a cross section and equal S along the reach,

are also employed in the analysis. In addition, physical relationships

for curved channels pertaining to power expenditure, transverse bed

slope, etc., are also used. Since all these physical conditions are

described in previous papers (3,4,7,8), their details are not repeated.

straight and Nonbraided Case. - With a set of given independent

variables and constraints, the physical conditions are employed to

obtain the dependent variables. As a first step, three of the physical

conditions consisting of the flow continuity equation, flow resistance

relation, and bedload equation are solved to obtain the mean velocity,

depth, and energy gradient at a series of incremental widths. Proce

dures for solving the three unknowns using the three physical conditions

are given in Fig. 3 under the case of no channel curvature. Some sample
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results are shown in Figs. 4 and 5, in which each graphical relation

showing the variation of energy gradient S (or power expenditure per

unit channel length YQS) with channel width (or effective width) for the

given set of independent variables is called a stream power diagram.

The water discharge of 1,000 cfs, sediment size of 0.3 mm, and various

bedloads are used as the independent variables in the sample calcula-

tions. These diagrams are first examined before remaining physical

conditions are applied to obtain the channel geometry.

For small values of Q , e.g., curves a or b in Fig. 4, the streams

power diagram has a unique minimum in S. The flow is in the lower

,~-,

regime with ripples or dunes. With a higher Q , the stream powers

diagram has two minima, one in the lower flow regime (Min. 1) and the

other in the upper flow regime (Min. 2), as illustrated by curves c-g in

Fig. 4. The minimum energy gradients at Min. 1 and Min. 2 are desig-

nated S1 and S2' respectively. From computed results shown in Fig. 5,

the channel represented at Min. 1 (ri~fle) is wider and shallower and

has a lower velocity than the channel at Min. 2 (pool).

The computed results in Fig. 5 show greater sediment efficienty,

i.e., less power expenditure, associated with a higher degree of channel

roughness in terms of Manning's n. The existence of Min. 1 is attri-

buted to the greater channel roughness of the lower flow regime. With a

decrease in width from this point, the flow begins to transform into the

upper flow regime through the transition. Since this development is

associated with a significant decrease in roughness (34), thus it is

also accompanied by rapid increase in power expenditure.

From the condition of minimum stream power per unit channel length,

the channel width at the minimum energy gradient S1 or S2 is a stable
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width. Other variables associated. with this energy gradient and width,

including the depth, velocity, width-depth ratio are directly obtained

as results of the computation. For example, such values for the sample

calculation shown in Fig. 5 for the straight and nonbraided case are as

follows:

Section Section 2

Riffle Pool

Minimum energy gradient (s) 0.00119 0.00119

Effective width (B), feet 121 44.5

Center depth (D), feet 2.1 4.2

Average velocity (V), fps 3.7 6.5

Effective width-depth ratio (BID) 57.6 10.6

If a stream power diagram has a unique minimum in S, a unique

channel geometry is obtained. However, if a diagram has two minima, the

same water discharge and bedload may be transported by two stable

channel geometries. From the condition of minimum stream power for a

river reaCh, gradually varied flow of the riffle-and-pool pattern may

develop along the reach if power expenditures per unit channel length

for these sections are equal; that is, if S1 equals S2' If they are

unequal, the lesser of the two is more stable.

Whether a stream power diagram may have two equal minima is now

investigated. The minimum energy gradients S1 and S2 are also functions

of the bank slope using the trapezoidal approximation for the cross-

sectional shape. Under the same independent variables, the value of S1

or S2 decreases as the bank slope steepens; it reaches a minimum when

the bank slope angle equals 60 0 or z = 1/Y'31. Note that this is the bank
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slope for the best hydraulic section. While a steeper bank slope within

the limit of 1tV3 is associated with greater efficiency, the bank slope

nevertheless is constrained by the stability of bank materials. In

consideration of possible cohesive materials on channel banks, the

amaximum bank slope is assumed to be 60. Within this constraint for

bank slope, the values of z for these sections may be adjusted so as to

equalize 31 and 32 , if possible. In the present analysis, the 2-to-1

bank slope is assumed for the riffle section, i.e., the value of z is 2,

while it is adjusted within the range of 1tV3 to 2 for the pool section.

For stream power diagrams c and d in Fig. 4, 32 is greater than 31 even

when the maximum bank slope is used for 32• Therefore, channel geometry

represented at Min. is more stable. For diagrams e and f, 31 and 32

can be equalized if a steeper bank slope is used for 32• For diagram g,

32 is equal to 31 when the same 2-to-1 bank slope is used for both 3
1

and 32• Therefore, multiple channel geometries may coexist in the same

reach for rivers represented by stream power diagrams e, f, and g in

Fig. 4.

Effects of Channel Curvature. - Channel curvature contributes to ·the

transverse bed slope and increased power expenditure associated with

transverse currents; it also affects sediment transport as described

previously (8). For a set of independent variables Q, Q , and d, thes

physical conditions of flow continuity, flow resistance, bedload trans-

port, and those pertaining to curved channels are employed to solve for

the center depth, mean velocity, energy gradient, and transverse bed

slope 3t (or center radius of curvature r c) at a series of incremental

widths. Major steps of computation are shown in Fig. 3 under the cases
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of maximum curvature and any intermediate curvature. Note that the

energy gradient at a curved channel section, S, is partitioned into the

components of S' and S", of which S' is due to longitudinal resistance

and S" is associated with the transverse loss as detailed in previous

papers (7,8). The value of St is related to r c and other variables

according to the relationship developed by Odgaard (19).

Sample results for the pool section at the maximum channel curvature

are shown in Fig. 5. With the z value of 1.4 for the bank slope, the

minimum energy gradient of this section is equa~ to that for the

straight case. Other variables, including the effective width, center

depth, and velocity, are similar for both cases. Similar results have

also been obtained for the pool section under intermediate channel

curvatures. Therefore, it may be concluded that the pool section can be

equally stable under different channel curvatures within its maximum

value. Under the maximum curvature, the radius of curvature for this

case is obtained to be 2.9 times the width of the riffle section which

more closely approximates the channel width (see Fig. 2). For different

sets of independent variables, the ratio of radius of curvature to

channel width under the maximum curvature is found to be nearly constant

with a value of about 3. Because it is obtained using conditions of

minimum stream power, it therefore represents the maximum curvature for

which a river does the least work in turning.

The conclusion regarding the effects of channel curvature on the

pool does not apply to the riffle section. Because of the smaller depth

and lower velocity, power expended through transverse currents is less

at the riffle section (7,25). But, under the maximum curvature or any
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intermediate curvature, the change in channel roughness due to trans

verse bed slope is such that it reduces the sediment efficiency thereby

increasing the power expenditure as illustrated in Fig. 5. This result

concurs with previous findings by Onishi, Jain, and Kennedy (20) for

wide curved channels. It may therefore be concluded that, for a wide

riffle section, the straight channel pattern is more stable.

Effects of Braided Channels. - The water discharge and bedload are

subdivided among the anabranches at a braided river section. Formation

of braided channels reflects in part a river's adjustment in power

expenditure which, in turn, affects the channel stability. The effects

of braided channels on channel stability are illustrated in Fig. 5 by

the variations of energy gradient S (or power expenditure YQS) with

channel width or effective width. Graphical relations as shown are for

two equal braided channels and the total width is the combined widths of

the anabranches. It shows that for the pool section, which has a small

width-depth ratio, braiding results in significant increase in power

expenditure. Therefore, the nonbraided channel is more stable for the

pool. For the riffle section which has a large width-depth ratio, the

braided condition is associated with slightly greater power expenditure

and channel width. Since braiding has little effect on the power expen

diture for riffles, the braided and nonbraided patterns are approxi

mately equal in stability under this situation. In reality, wide

streams are usually braided because of high sediment rates, bank ero

sion, physical heterogeneity, etc., (16,17).
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CHANNEL GEOMETRY, CHANNEL PATTERNS, AND THRESHOLDS

Based upon characteristics of these stream power diagrams, rivers

are classified into four regions (Regions 1, 2, 3, and 4) separated by

thresholds. Results pertaining to regime channel geometry for these

regions are shown in Fig. 6. While this graphical relationship is

obtained using a 2-to-1 bank slope (for Min. 1), similar relationships

using other values may be obtained. In constructing this figure, dif-

ferent sets of independent variables Q, Q and d in the sand-sizes

range were used to produce the width, depth, and slope as illustrated by

the sample given in Fig. 5. Then, channel width and average center

depth are plotted in Fig. 6 as functions of Q, Sand d. Note that, in

the case of riffle-and-pool patterns, channel width as shown is the

width of the riffle section as it more closely approximates the channel

width (see Fig. 2).

Several thresholds or discontinuities for channel geometry desig-

nated as Lines I to IV are also shown in Figs. 4 and 6. From the

bottom, the first threshold (Line I) which corresponds to the critical

slope for bedload movement, S , is represented by the equation (4)
c

S
~ = 0.00238 Q-O.51 (1)

This equation is obtained in the computation using the critical shear

for incipient bedload developed by Straub (32). The equation for the

second threshold (Line II) is obtained from Fig. 6 as

~, = 0.05 Q-0.55

and the third threshold (Line III) is represented by
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There should also be a fourth threshold, represented by the dashed line

(Line IV) at the lower boundary for steep braided streams. The precise

location of this threshold is not determined in this analysis.

In the following, regime channel geometry and its associated channel

pattern and channel type for each region are described.

Region 1. This region has its lower threshold at incipient motion

for bedload (Line I) and its upper threshold at Line II in Figs. 4 and

6. A regime channel in this region is characterized by a flat slope,

low velocity, small bedload, and flow resistance in the lower regime of

ripples and dunes. The channel is relatively deep and n~rrow, with a

width-depth ratio generally ranging from 4 to 20. It is interesting to

find that all man-made stable canals are within this region. Each of

these canals has constant width, depth, and long straight reaches.

Natural rivers in this region are usually meandering in channel pattern.

Previous analysis (8) has shown that, for such rivers, the channel width

and center depth stay approximately the same along the meandering

channel; therefore, they are equiwidth point-bar streams.

Graphical relations for channel geometry as shown in Fig. 6 can be

expressed in mathematical forms. The surface width varies with Q, Sand

d, i.e.,

S S 0.02
B = 3.49 [vcr-vi"] QO.47 (4)

Therefore, the width is primarily a function of the discharge; its

dependence on Sand d is not significant. The following equation for

)
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the·center depth is obtained from the figure

D = 0.51 QO.47 exp[-0.38(S/S _ 1)°·4]
c (5)

Empirical relations for stable canals are in general agreement with

these relations (12,33) •.

While most natural rivers in this region have a meandering channel

pattern, a straight channel pattern for which the channel slope equals

the valley slope may also be maintained as long as constant inflows of Q

and Qs are in balance with the channel's capacity for transport. Field

evidences from stable canals indicate that the straight channel pattern

can be maintained with periodic minor repairs. However, if the dis-

charge or slope of a canal is large enough such that the canal crosses

the threshold into Region 2 or 3, then rapid bank erosion starts to

occur as experienced from canals in Pakistan (23).

Region 2. - This small region represented by stream power diagrams c

and d is between Lines II and III in Figs. 4 and 6. Each diagram has

two unequal minima of which S1 is smaller and hence it is the global

minimum. This means that the channel geometry represented at Min. 2 is

less stable and hence unlikely to develop. In other words, rivers in

this region are more likely to assume a unique channel geometry repre-

sented at Min. 1. Figs. 4 and 6 show that the channel geometry is

sensitive to the slope in that an increase in slope is accompanied by a

rapid increase in channel width and a rapid decrease in depth. Because

the width-depth ratio is usually large, rivers in this region are quite

often braided. A river with a unique channel geometry, which has a

large width-depth ratio, is usually straight in channel pattern since
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meandering development is inhibited by the large width.

Existing literature describing rivers possessing these character

istics is limited. This may be because this region is small in range,

especially at lower bankfull discharges. Perhaps the most interesting

study was made by Lane (14). He classified a group of rivers as

straight, braided rivers, including 12 river reaches of the upper Miss

issippi, the lower Nile, the lower Yangtze, etc. With bankfull dis

charges ranging from 40,000 to 500,000 cfs, these rivers all fall within

or near Region 2 (3). These data points are not plotted in Fig. 6 due

to the lack of measured channel geometry.

Region 3. - This region is between Lines III and IV in Figs. 4 and

6. A stream power diagram in this region, e.g., e or f in Fig. 4, has

two minima of which S1 is for the riffle section and S2 is for the pool

section. For the same bank slope, S1 is less than S2 and hence it

represents a more stable condition. However, S1 and S2 can be equalized

since S2 can be associated sith a steeper bank slope. Under this situa

tion, the riffle and pool sections may coexist in the same reach accord

ing to the condition of equal stream power along a river reach. Both

channel width and depth are sensitive to the slope, a fact in sharp

contrast to rivers in Region 1. The strong dependence of width on the

slope has been addressed by previous researchers (14,17,31). Since an

increase in slope is accompanied by rapid increase in width and decrease

in depth, rivers in this region may be braided; the extent of braiding

is in direct relation to the slope.

Graphical relations for channel width and depth in Fig. 6 may be

written in mathematical forms. The width B is a function of both
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channel slope and bankfull discharge, i.e.,

0.93 .s. 0.84
B = 33.2 Q (va)

The equation for the average center depth D is

D = (0.015 - 0.025 lnQ - 0.049 lnJ) Qo.45

(6)

The width-depth ratio is generally between 25 and 100 in this region.

When the discharge is less than the bankfull discharge, a river in

this region may move into Region 2 or 1. Therefore, it may have quite

different channel characteristics at lower discharges.

The relation of channel slope to valley slope determines the channel

pattern. As a general rule, the channel slope cannot be steeper than

the valley slope under the equilibrium state. If 3, is equal to the

valley slope, then the river has a straight pattern. With a unique

channel geometry which is wide and shallow, it is usually a braided

stream. The extent of braiding increases with the channel slope. If 31

is flatter than the valley slope, then 31 and 32 can be equal to allow

the coexistence of riffle and pool sections along the same channel

reach. As described previously, a river does less work in turning

through the pool than through the riffle; therefore, channel bends usu-

ally form at pools. The resulting alternating riffle-pool pattern

allows the channel to stay in dynamic equilibrium on a steeper valley

slope. A river of these characteristics is a wide-bend point-bar stream

or a braided point-bar stream. The latter which have steeper slopes are

usually wider. The large width associated with a braided pattern may

inhibit the concentration of flow for the formation of pools; hence,

pools may be absent in certain reaches of such wide streams. For this

"?:
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reason, braided point-bar streams are less sinuous than wide-bend point

bar streams.

RegiQn 4. - Rivers in this regiQn are similar tQ thQse in Region 3

in that the stream power diagram may have two equal minima fQr riffles

and pQQls but thQse in this region are steeper in slQpe. NQ clear

division between these tWQ regions is delineated but an apprQximate line

Qf separatiQn (Line IV) is shQwn in Fig. 6. Since the width-depth ratiQ

represented at Min. 1 is very large, rivers in this regiQn are usually

highly braided. The width-depth ratio is usually greater than 100.

While there exists anQther pQssible stable channel geometry represented

at Min. 2 fQr the pQQl, this geQmetry can be equally stable Qnly if it

is nonbraided. Since concentratiQn Qf flQW in the pQQl is usually

physically prevented by the large width, the pQQl sectiQn is usually

missing in such rivers. In the absence of the pOQl sectiQn, the braided

channel pattern is usually straight althQugh SQme Qf the anabranches may

be sinuQus.

COMPARISON WITH RIVER DATA

Different data fQr sand-bed rivers are used fQr cQmparison with the

analysis. These include stable canal data frQm Punjab Canals (23) and

All-American Canals (22), river data Qf Midwestern United States CQm

piled by Schumm (28), and the Mississippi River data (10).

In addition tQ channel geQmetry, the Midwestern river data also

cQntain informatiQn on meander sinuosity (ratiQ of valley slQpe to

channel slQpe) and silt-clay content in the channel perimeter. These

data as plotted in Fig. 7 indicate a distinct discQntinuity near the
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second threshold, with rivers above this line having less sinuosity and

silt-clay content. This discontinuity correlates remarkably well with

the sudden change in channel geometry shown in Fig. 6. While the silt

clay content should be related to the supply of such materials from the

watershed, it also appears to be related to the channel characteristics.

The variation of silt-clay content shown in Fig. 7 is consistent with

the findings by Scumm (31), because the lower silt-clay content is

associated with steeper and wider rivers.

Channel width data are plotted in Fig. 6 for comparison. At the

same discharge, rivers that are plotted above Line II are considerably

wider; the discontinuity of measured widths is in general agreement with

the analysis. In addition to the comparison shown in Fig. 6, measured

and predicted channel widths and depths are compared separately in Figs.

8 and 9. Because of the high silt-clay content associated with the

Midwestern rivers in Region 1, the 1-to-1 bank slope is assumed in

generating the predicted widths and depths for these natural rivers

shown in Figs. 8 and 9.

While there is general agreement between measured and predicted

channel geometry, variations are significant for certain rivers. These

variations may be attributed to such heterogeneties as vegetation,

bedrocks, sediment distribution, etc., that are not considered in the

analysis.

SUMMARY AND CONCLUSIONS

The regime geometry and channel patterns of sand-bed rivers are

analyzed using an energy approach. On the basis of the adjustment in

flow resistance and associated power transformation, rivers of distinct
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characteristics are obtained and classified into four regions separated

by thresholds (see Fig. 6).

A river in Region 1 is characterized by a flat slope, a relatively

small and uniform width, and a small width-depth ratio. The regime

width which is insensitive to the slope is essentially only a func-

tion of bankfull discharge. While most natural rivers belonging to this

region are meandering in channel pattern, stability of straight channel

pattern may also be maintained as evidenced by stable alluvial canals.

While such natural rivers may have various degrees of meander sinuosity,

very sinuous rivers are found in this region. Rivers in Region 2 have

fairly flat slopes, but steeper than those in Region 1. The regime

width is fairly wide and highly sensitive to the slope. Such rivers are

characterized by a usually braided and fairly straight channel pattern,

an example being the lower Nile. Rivers in Region 3 have slopes ranging

from moderately steep to fairly steep, characterized by the alternating

riffles and pools at bankfull stage. The regime width is very sensitive

to the slope. Rivers that exist on moderately steep slopes are usually

less braided but more sinuous, and are classified as wide-bend point-bar

streams. Those on fairly steep slopes are usually more braided and less

sinuous; they are classified as braided point-bar streams. Rivers in

Region 4 exist on steep slopes, characterized by a highly braided but

fairly straight channel pattern.

From the data of some Midwestern U.S. rivers, there appears to be a

threshold for channel silt-clay content right above the boundary of

Region 1. With an increase in slope across this line, the significant

decrease in silt-clay content is associated with distinct increase in

channel width and decreases in depth and meander sinuosity for such
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natural rivers.

ACKNOWLEDGEMENTS

This paper is a part of the research on mathematical modelling of

alluvial rivers sponsored by the National Science Foundation under Grant

No. CEE-8209029.

APPENDIX I - REFERENCES

1. Ackers, P., and Charlton, F.G., "The Geometry of Small Meandering
Channels," Proc. Tnst. Ciyil.Engineers, Paper 73285, 1970, pp.
289-317.

2. Brice, J.C., and Blodgett, J.C., "Countermeasures for Hydraulic
Problems at Bridges, Vol. 1, Analysis and Assessment," Federal
Highway Administration, Washington, D.C., Rept. No. FHWA-RD-78-162,
1978, 169 pp.

3. Chang, H.H., "Minimum Stream Power and River Channel Patterns,"
Journal of Hydrology, Vol. 41, Elsevier Scientific Publishing Co.,
Amsterdam, Netherlands, 1979, pp. 303-327.

4. Chang, H.H., "Stable Alluvial Canal Design," Journal of the
Hydraulics Diyision, ASCE, Vol. 105, No. HY5, Proc. Paper 15420, May
1980, pp. 873-891.

5. Chang, H.H., "A Mathematical Model for Erodible Channels," Journal
of the Hydraulics piyision, ASCE, Vol. 108, No. HY5, Proc. Paper
17062, May 1982, pp. 678-689.

6. Chang, H.H., "Fluvial Hydraulics of Deltas and Alluvial Fans,"
Journal of the Hydraulics Piyision, ASCE, Vol. 108, No. HY11,
November, 1982, pp. 1282-1295.

7. Chang, H.H., "Energy Expenditure in Curved Open Channels," Journal
of Hydraulic Engineering, ASCE, Vol. 109, No.7, July, 1983, pp.
1012-1022.

8. Chang, H.H., "Analysis of River Meanders," Journal of Hydraulic
Engineering, ASCE, Vol. 109, No. 12, December, 1983, (in press).

9. Cherkauer, D.S., "Minimization of Power Expenditure in a Riffle-Pool
Alluvial Channel," Water Resources Research, Vol. 9, No.6,
December, 1973, pp. 1613-1628.

10. Chitale, S.V., "Theories and Relationships of River Channel
Patterns," Journal of Hydrology, Vol. 19, 1973, pp. 285-308.



21

11. ·Friedkin, J. F., "A Laboratory Study of the Meandering of Alluvial
Rivers," U.S. Waterways Experiment Station, Vicksburg, Miss., May
1945, 43 pp.

12. Henderson, F.M., Open Channel Flow, The Macmillan Company, New York,
1966, 522 pp.

13. Kennedy, J.F., and Brooks, N.H., "Laboratory Study of Alluvial
Streams at Constant Discharge," Proceedings, Federal Interagency
Sedimentation Conference, Miscellaneous Publication No. 970,
Agricultural Research Service, 1963, pp. 320-330.

14. Lane, E.W., "A Study of the Shape of Channels formed by Natural
Streams Flowing in Erodible Material," U.S. Army Eng. Division,
Missouri River, Corps of Engineers, Omaha, Nebraska, M.R.D. Sediment
Series No.9, 1957.

15. Leopold, L.B., and Maddock, T., "The Hydraulic Geometry of Stream
Channels and Physiographic Implications," USGS Professional Paper
~, 1953, 57pp.

16. Leopold, L.B., and Wolman, M.G., "River Channel Patterns: Braided,
Meandering and Straight," USGS Professional Paper 282-B, 1957, pp.
45-62.

17. Leopold, L.B., Wolman, M.G., and Miller, J.P., Fluvial Processes in
Geomorphology, W.H. Freeman and Co., San Francisco, 1964, 522 pp.

18. Mackin, J.H., "Concept of the Graded River," Geological Society of
America BUlletin, Vol. 59, May, 1948, pp. 463-512.

19. Odgaard, A.J., "Transverse Bed Slope in Alluvial Channel Bends,"
Jouranl of the Hydraulics Division, ASCE, Vol. 107, No. HY12,
December, 1981, pp. 1677-94.

20. Onishi, Y., Jain, S.C., and Kennedy, J.F., "Effects of Meandering in
Alluvial Streams," Journal of the Hydraulics Diyision, ASCE, Vol.
107, No. HY7, Proc. Paper 12248, July, 1976, pp. 899-917.

21. Parker, G., "On the Cause and Characteristic Scales of Meandering
and Braiding in Rivers," Journal of Fluid Mechanics, Vol. 76, Part
3, 1976, pp. 457-480.

22. Personal communication with D.A. Twogood, Imperial Irrigation
District, EI Centro, Calif.

23. Punjab Irrigation Research Institute, "Report for the Year Ending
April 1941," Lahore, Punjab, Superintendent of Government Printing,
1943, 234 pp.

24. Richards, K.S., "Channel Width and Riffle-Pool Sequence," Geological
Society of America Bulletin, Vol. 87, June 1976, pp. 883-890.



22

25. Rozovskii, I.L., "Flow of Water in Bends of Open Channels," Israel
Program for Scientific Translations, Jerusalem, Israel, 1961
(available from Office of Technical Services, U.S. Department of
Commerce, Washington, D.C., PST Catalog No. 363, OTS 60-51133).

26. Schumm, S.A., "The Shape of Alluvial Channels in Relation to
Sediment Type," USGS Professional Paper 352B, 1960, pp. 17-30.

27. Schumm, S.A., "Sinuosity of Alluvial Rivers on the Great Plains,"
Geological Society of America Bulletin, Vol. 74, September, 1963,
pp. 1089-1100 •

28. Schumm, S.A., "River Adjustments to Altered Hydrologic Regimen
Murrumbidgee River and Paleochannels, Australia," U.S. Geological
Survey Professional Paper 598, 1968, 65 pp.

29. Schumm, S.A., and Khan, H.R., "Experimental Study of Channel
Patterns," Geological Society or America Bulletin, Vol. 83, 1972,
pp. 1755-1770.

30. Schumm, S.A., "Geomorphic Thresholds and Complex Response of
Drainage Systems," in Fluyial Geomorphology, Morisawa, M., Editor,
State University of New York, Binghamton, New York, 1974, pp.
299-310. .

31. Schumm, S.A., The Fluyial System, John Wiley and Sons, New York,
N.Y., 1977, 338pp.

32. Sedimentation Engineering, Manual No. 54, ASCE, 1975.

33. Simons, D.B., and Albertson, M.L., "Uniform Water-Conveyance
Channels in Alluvial Material," Journal of the Hydraulics Division,
ASCE, Vol. 86, No. HY5, Proc. Paper 2484, May, 1960, pp.33-71.

34. Simons, D.B., and Richardson, E.V., "Resistance to Flow in Alluvial
Channels," U.S. Geological Suryey Professional Paper 422-J, 1966.

35. Yang, C.T., and Song, C.S., "Theory of Minimum Rate of Energy
Dissipation," Journal of the Hydraulics Division, ASCE, Vol. 105,
No. HY7, Proc. Paper 14677, July, 1979, pp. 769-784.



23

APPENDIX II. - NOTATION

The following symbols are used in this paper:

B =surface width or effective width of channel in feet;

D : flow depth at center of channel, also average center depth of
channel reach in feet;

d =median size of bed sediment in mm; ,

n =Hanning's coefficient;

Q =bankfUll discharge in cfs;

Qs = bedload discharge in cts;

r c = center radius of curvature in feet;

S = slope or energy gradient; .

S' = longitudinal energy gradient;

= transverse energy gradient;

= slope or energy gradient at Hin. 1;

= slope or energy gradient at Hin. 2;

= slope for incipient bedload;

= transverse bed slope;

gil

S,

S2

Sc

St

V =mean velocity of cross section in fps;

z =bank slope of channel as defined in Fig. 2; and

Y = specific weight of water.
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A MATHEMATICAL MODEL FOR ERODIBLE CHANNELS

by Howard H. Chang,1 M. ASCE

INTRODUCTION

Natural streams are self-regulatory in that they adjust their character

istics in response to any change in the environment. These environmental

changes may occur naturally or may be results of such human activities' as

development, sand mining, bridge and highway construction, and river regulation.

Such changes distort the natural quasi-equilibrium of streams; in the process of

restoring the equilibrium, either aggradation or degradation, or both, usually

occur. Channel width variations usually occur in an aggrading or degrading

stream. Generally speaking, a degrading stream tends to assume a narrower width

while an aggrading stream tends to widen itself by flooding adjoining areas (4,

7,8, 10). Many case histories of stream adjustment involving substantial width

changes can be found in the literature (4, 7, 8, 10). Since changes in channel

width and channel-bed elevation are closely interrelated, modeling of

aggradation and degradation must also take width changes into account.

This paper presents a mathematical model which computes not only

aggradation and ~egradation but also width changes for erodible channels with

gradually varied unsteady flow. It represents an extension of existing models

which consider only aggradation and degradation (3, 11). This model employs the

techniques for water and sediment routing. To compute the width variation, an

additional condition based upon a stream power approach is used. This approach

has been applied as a width predictor for alluvial streams in the past (4, 5);

I pro fessor of Civil Engineering, San Diego State University, San Diego, Calif.



its application is extended herein to compute width changes at any number of

cross-sections in a stream reach. While this model is applicable to alluvial

streams with erodible bed and banks, physical constraints such as rigid banks,

bedrock outcrops, check ~ms can also be specified as given conditions.

STREAM POWER APPLICATION

For a gradually varied flow, the total stream power or the rate of total

energy expenditure of a stream reach is given as

P = .kYQS dx (1)

in which P .. total stream power in energy per time; L :a reach length; Y ..

specific weight of flow; Q .. discharge; S :a energy gradient; and x .. distance

along the flow direction. The concept of minimum stream power for a gradually

varied flow may be stated that the stream adjusts itself in such a way that its

total stream power is minimized subject to certain physical constraints. With a

never ceasing tendency to attain equilibrium, a stream with constant inflows of

water and sediment will eventually establish its uniform flow. Under this

situation, Equation 1 reduces to a constant as

P = YQt.H (2)

in which t.H .. drop in elevation for the stream reach. It will be verified later

that, in minimizing the total stream power, the adjustment in a stream with

varied flow is toward that of a uniform flow. In addition, the stream power for

a uniform flow represents an eventual minimum for the given conditions.

In the application of the concept of minimum stream power as a width

predictor, a set of conditions are available for a reach defined by multiple

cross-sections, that is

dP a
dB . ..

~

- 2 -

(3)



in which, B = channel width; i = 'the number of a cross-section counted from the

upstream end. These conditions are equal in number to the cross-sections and

hence sufficient to predict their respective width changes. However, the width

of a section does not change freely; the rate of width change is usually subject

to certain limitations and the extent of width change may be subject to certain

physical constraints. In this model, the limitation for the rate of width

change is related to the rate of sediment deposition or removal along the banks.

Non-erodible portions of a cross-section, such as rigid banks, bedrock outcrops,

abutments, etc., are treated as physical constraints.

ANALYTICAL DEVELOPMENT

This mathematical model has three major components: (1) water routing; (2)

sediment routing; and (3) changes in channel width and bed profile. The third

component, due to its length, will be described in a separate section. This

~ model employs a space-time domain in which the space domain is represented by

the discrete cross-sections along the reach and the time domain is represented

by discrete time increments. In water routing, the time and 'spatial variations

of the discharge and stage are obtained by an iterative procedure. Since the

sediment movement and changes in channel geometry are slow in comparison to the

flow velocity and changes in discharge and stage, they are corrected separately

for each time increment. The components of water and sediment routing are

described below:

Water Routing -- Basic equations for water routing include the continuity and

momentum equation of flow, these are

dQ + dA
dX' at - q = 0

2
dH + ..! dQ + ..! L (.9.-) + gS _ .9.- q = 0
~ A dt A dX A AZ

- 3 -

.. ,

(4)

(5)



in which A = cross-sectional area of flow; t = time; q = lateral inflow rate per

unit length; g = gravitational acce1er~tion; H = stage or water surface

elevation; and S a energy gradient computed using the Manning equation.

Equations 4 and 5 constitute a system of partial differential equations;

they may be written as difference equations at a number of discrete points in

the space-time domain. With the prescribed initial and boundary conditions,

water discharge Q and stage H at each cross-section at an instant may be

obtained as solutions of Equations 4 and 5. The time variations of Q and H

along the reach may be obtained by an iterative procedure. This technique for

water routing can be found in existing literature (1, 2, 4, 9).

Sediment Routing -- The sediment routing component has two major features: (1)

numerical solution of the continuity equation for sediment; and (2) computation

of bed material load using a formula suitable for the physical conditions.

Sediment routing is used to compute the change in channel boundary at a section

for each time increment. This change may occur at the bed and/or the banks as

described in the following sections.

Now, consider the continuity equation for sediment
aA aQ

c s
(1 - A) ~ + ax - qs = 0

in which, A = porosity of bed material; Ac = cross-sectional area of channel

bed within some arbitrary frame; Qs m volumetric sediment rate; and qs =

lateral inflow rate of sediment per unit length. Using this equation, the

correction in cross-sectional area of channel bed, ~Ac, for a time increment

can be written as

~t aQM = __ (_S_q)
c I-A ax s

- 4 -

(6)

(7)



At a section i, the lateral sediment inflow may be written as

in which the superscripts j and j + 1 designate the times at t and t + 11 t

respectively. Using a backward difference in the x and a centered difference in

t for the partial derivative aQ lax in Eq. 10 as suggested by Chang and Hill
s

(3), one has

(8)

in which t:. x
i
- 1 = distance between Sections i-I and 1. With this relation-

ship for aQ lax in Eq. 7, the change in cross-sectional area of channel bed at
5

a section i depends on sediment rates at this section and its upstream section

i-I; it is independent of the sediment rate at the downstream section. In other

words, it is under upstream control. In contrast to this, the stage at a

section in subcritical flow depends on the downstream stage and is independent

of the upstream stage, i.e., the stage is under downstream control in a

subcritical flow.

Different equations for sediment load may be used 'in the model. The

selection of a suitable sediment equation depends on the physical conditions

(12, 13).

CHANGES IN CRANNEL WIDTH AND BED PROFILE

The change in cross-sectional area 11Ac obtained in water and sediment

routing represents the correction for a time increment 11t that needs to be

applied to the bed and banks. With 11Ac being the total correction, it is

possible for both the bed and banks to have deposition or erosion; it is also

possible to have deposition along the banks but erosion in the bed and vice

- 5 -



versa~ G~nerally speaking, deposition in the bed is often accompanied by

channel widening while channel-bed erosion is usually associated with a

reduction in channel width. These types of channel adjustment follow the path

of minimum stream power toward the direction of new equilibrium for the reach.

The amount of sediment deposition or removal along the banks directly

affects the width change. When the concept of minimum stream power is applied

to predict the new widths, the width changes at all the cross-sections are such

that the total stream power of the reach is minimized. However, these changes

must be limited by the rate of sediment deposition or removal and other factors.

For this reason, the limitations for width change need to be evaluated. These

limitations define the maximum amounts of width adjustment for a time increment.

Since the limitations for width adjustment are usually very small, the new width

at each section may be obtained using a search procedure within its

limitations.

Before describing the search procedure, the limitations for width

adjustment are first described.

Limitations for Width Adjustment -- For a time increment, the maximum amount

(the limitation) of width change depends on the sediment rate, the bank

configuration and the rate of change in stage. The slope of an erodible bank is

limited by the angle of repose of the material. For the same sediment rate,

width adjustment at a tall bank is not as rapid as that at a low bank. The

limitations for width adjustment for width increase and width decrease are

somewhat different as described below separately.

An increase in width at a channel section depends on sediment removal from

the bank areas and/or a change in stage. The maximum amount of widening occurs

when sediment inflow from the upstream section does not reach the banks of this

- 6 -



section. Therefore, the limitatibn for bank retreat at a section can be

obtained using the local sediment removal rate, the rate of stage variation and

the bank configuration at this section, or

~H.

~Bi = Ei(qb.' ~t~' bank configuration)~t
~

in which 6B = limitation for bank retreat for the time increment ~t; E = a

function; and qb = local sediment rate along the bank. The values of ~B may

be different for different banks at a section.

(9)

A decrease in channel width is accomplished by sediment deposition along

the banks and/or a change in stage. For practical reasons, deposition does not

exceed the stage in the model. The maximum amount (the limitation) of width

reduction at a section occurs when sediment inflow from the upstream section

Qs ' is spread out at this section and the sediment removal from the
i-I

bank areas at this sectibn is zero, that is

,
~B.

~

, ~H.

= Ei (Qs. ' ~t~, bank configuration)~t
~-l

(0)

Determination of New Channel Width -- The channel width at time t + ~ t may be

obtained using the width at time t and a search procedure such that the total

stream power at t +~t is a minimum subject to the limitations and constraints

described previously. Written in finite difference form, Equation 1 for total

stream power becomes

(11 )

- 7 -



in which N = total number of cross-sections for the reach. Although width

changes are subject to the limitations which are small for each ~t, it is still

time consuming to search for the new widths that provide the minimum stream

power. This is because, with the possibilities for either an increase or a

decrease in width, different combinatio~s of width changes at all sections need

to be evaluated. However, this search procedure for new widths becomes greatly

simplified after certain patterns for width adjustment have been discovered and

applied in the model. It has been found, using the initial search procedure,

that the total stream power of a reach is minimized if the widths are so

adjusted that the variations in energy gradient among the adjacent sections are

reduced. Also, an increase in width at a section usually causes an increase in

its energy gradient but decreases in velocity and sediment load when the

roughness coefficient remains unchanged. On the other hand, a decrease in width

is usually associated with a decrease in energy gradient but increases in

velicity and sediment load. For a subcritical flow, an increase in energy

gradient at a section tends to decrease the energy gradient at its next upstream

section and vice versa. Its impact does not extend very far upstream for a

small change in width.

Using these guidelines, a simplified search procedure for new widths has

been developed. In this procedure, the minimum total stream power of the reach

can be attained rapidly wh~n the widths are so adjusted that the variations in

energy gradient for adjacent sections are reduced using the following simple

rule. For a section i, the weighted average energy gradient of its adjacent

sections is

s. =
~

s. l~. 1 + S·+l~·
~- ~- ]; ~

2(~. 1 + ~.)
~- ~

- 8 -

(12)



in which Si = weighted average energy gradient. The actual energy

gradient at Section i, Si' is compared with the weighted average. If the

actual energy gradient is higher, channel width at this section is reduced so as

to decrease the energy gradient. On the other hand, if the actual energy

gradient is lower, channel width is increased so as to increase the energy

gradient. These changes are subject to the limitations for width adjustment and

physical constra~nts described previously. If any adjustment in width reverses

the energy gradient variation, it is reduced accordingly.

Change in Channel Bed Profile -- After the banks are adjusted, the remaining

correction for 8Ac needs to be applied to the bed. Erosion and deposition at

a cross-section is not necessarily uniform. Generally speaking, deposition

tends to be more uniformly distributed in that it tends to build up the channel

bed in horizontal layers. This process -of deposition is often accompanied by

channel widening. On the other hand, channel~bed erosion tends to be more

confined with greater erosion in the thalweg. This process is usually

associated with a reduction in width. These types of channel adjustment follow

the path of minimum stream power toward the direction of new equilibrium for the

reach. In the model, deposition at an aggrading section is assumed to start

from the lowest point and it is assumed to build up the channel bed in

horizontal layers. For a degrading section, the change in area is distributed

in proportion to the effective tractive force, T - T ,along the bed, whereT
cr

is the local tractive force and T is the critical tractive force.cr

MODEL DESCRIPTION

The mathematical model FLUVIAL-14 has been developed; its input data,

computing procedures and output parameters are described below:
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Input' Data -- Input to the model include the initial cross-sections, channel

roughness, ~t, sediment characteristics, inflow hydrograph, downstream

stage-discharge relationship and physical constraints such as bedrock outcrops,

check dams and rigid banks. The cross-sectional data are identical to the HEC-2

(14) input except that non-erodible parts of a cross-section are flagged.

Computing Procedures -- The following steps are outlined for the computing

procedures:

1. Enter input data.

2. Evaluate initial flow conditions. The standard-step method 'for water

surface computation is used.

3. Set t • t + ~t.

4. Evaluate new flow conditions by solving simultaneous equations for water

routing.

5. Determine changes in cross-sectional area of channel bed using sediment

routing equations.

6. Compute changes in channel widths so that the total stream power is

minimized subject to the limitations for width change and physical

constraints

7. Obtain new bed profiles at all sections.

After step 7, the computation returns to Step 3 for another time step. The

iteration continues until the required time period is covered.

- 10 -
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Output Parameters -- These parameters may be requested for any selected time

interval during the flow period, including the stage, discharge, width, depth,

sediment discharge, energy gradient, Froude number and cross-sectional profile

for each of the cross-sections.

CASE STUDY

Physical Changes -- Significant changes in channel width and bed profile

occurred in the San Diego River near Highway 67 in Lakeside, California, during

the March 1978 flood (see Figures 1 and 4). These changes have been documented

by the County of San Diego and the California Department of Transportation. The

natural channel configuration had been altered primarily by sand mining before

the flood. The two large borrow pits created on each side of the bridge left a

sand ridge between them. The river-bed profile including the borrow pits and

the sand ridge is shown in Figures 4a and 4b. The downstream borrow pit, with

an average width of 350 feet at the bottom, is between Sees. 72 and 79. The

upstream borrow pit, shaped like an inverted cone, is between Sees. 80 and 82.

A gully was cut through the sand ridge as shown in Figure 2 by a small

flood in February 1978; it was subsequently backfilled in order to protect the

bridge footings. The sequence of events during the March 1978 flood can be

separated into four phases as described below:

Phase 1. At the beginning of the flood, the sand ridge acted as a dam, ponding

water and sediment in the upstream channel and borrow pit.

Phase 2. After overtopping, the sand ridge was eroded in the shape of a deep

narrow gully similar to that shown in Figure 2. The backwater' effect

of the sand ridge continued to pond water in the upstream borrow pit.

The spatial variation of channel width was uneven due to the narrow

- 11 -



gully and the resulting backwater effect. Considerable aggradation

occurred in the borrow pits.

Phase 3. As the flood flow continued through the sand ridge, significant

changes took place. The initial narrow and deep gully through the

ridge was replaced by a wider and shallower section. While

aggradation continued in the borrow pits, degradation also developed

in certain parts of the upstream channel.

Phase 4. As the flood flow receded, the initially uneven channel profile was

replaced by a smoother profile as shown in Figure 1.

Simulated Results -- The mathematical model FLUVIAL-14 was employed to simulate

the changes in this reach of the San Diego River during the March 1978 flood.

The hydrograph established by the County of San Diego is shown in Figure 3(6).

A total of 16 cross-sections, as shown in Figure 4, were employed to represent

the river-bed geometry. Roughness in terms of Manning's n was found to be 0.03

in the channel based upon several measurements; it was estimated to be 0.035 at

the bridge crossing. The bed material consisted of sand with a median diameter

of 0.8 mm; its size showed no significant change before and after the flood.

Graf's equation for sediment load was used in the model. The 35 hour flood was

computed using 1200 time increments.

Simulated results using the mathematical model are presented in Figures 4

and 5. Time and spatial variations of the width, bed elevation, water-surface

elevation, velocity, energy gradient, and sediment load along the reach are

shown in Figure 4; cross-sectional profiles and flood stages for the channel at

the H-67 bridge crossing (Sec. 79) are shown in Figure 5. Measurements of the

channel-bed made after the flood are also plotted for comparison with the

simulated results.
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Changes at the bridge crossing as shown in these figures are characterized

by the initial gully formation through the sand ridge and its gradual widening.

The maximum depth of channel-bed scour is predicted to occur in the initial

gully followed by gradual widening and a decrease in scour depth.

Changes in the width of flow as shown in Figure 4a are characterized by a

rather uneven initial width variation along the reach followed by the gradual

formation of a smoother channel. Since the initial width of flow through the

gully between Secs. 79 and 80 is confined, it also causes a higher stage and

a wider channel in its upstream sections. This backwater effect is gradually

relieved with the removal of the sand ridge.

Changes in the channel-bed profile- as shown in Figure 4b may be described

by degradation at higher grounds and aggradation in the borrow pits. The

initial uneven variation along the channel-bed is gradually reduced to form a

smooth profile during the flood. Changes in the velocity, energy gradient, and

sediment load as shown respectively in Figures 4d, 4e, and 4f follow the same

pattern in that their initial uneven variations are gradually reduced during the

flood. During the initial interval, the high velocity and sediment load occur

in the gully through the sand ridge.

The channel changes are rapid during the initial interval and then slow

down gradually. With sufficient flow duration, a stream will eventually

establish a new equilibrium with a more or less uniform flow.

SUMMARY AND CONCLUSIONS

A mathematical model for predicting morphological changes of erodible

channels has been formulated, developed and tested with field data. A

significant feature of the model is its ability to account for changes in both
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channel width and channel-bed profile of aggrading and degrading streams. This

model employs the techniques for water and sediment routing; an additional

condition based upon the concept of minimum stream power is used as the width

predictor.

Analysis using the model shows that the total stream power of a reach is

reduced if the widths at all cross-sections are so adjusted as to reduce the

variation in energy gradients at these sections. When this model is applied, a

varied flow will eventually develop into a uniform flow for which the stream

power is· an eventual minimum. The model as substantiated with field data

provides a verification of the concept of minimum stream power as a physical

principle governing the morphology of alluvial streams. It also provides a

basic understanding of the adjustment of streams in response to various

hydraulic and environmental parameters. Such understanding is of fundamental

importance in river control and channel design.
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APPENDIX II - NOTATION

The following symbols are used in this paper:

A • cross-sectional area of flow;

A • channel cross-sectional area within reference frame;
c

B,B' • surface widths of channel;

E,E' • functions;

g • gravitational acceleration;

H • stage or water-surface elevation;

i • number of cross-section counted from upstream to downstream;

j • time t;

j+i • time t + ~ t;

L • length of stream reach;

N • total number of cross-sections for stream reach;

n • Manning's roughness coefficient;

p • total stream power of river reach;

Q • flow discharge;

q • discharge of lateral inflow;

Qs • sediment discharge at cross-section;

qb • sediment discharge per unit channel width;

qs • lateral inflow of sediment;

S • energy gradient;

t • time;

x = distance along flow direction;

y = specific weight of flow;

A • porosity;

• tractive force

L • critical tractive force
cr
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Figure 2. Gully formation through the sand ridge
at H-67 bridge crossing. This gully was
formed by a small flood in February, 1978~

It was backfilled before the March 1978
flood.
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MODELLING RIVER-CHANNEL CHANGES USING ENERGY APPROACH

by Howard H. Chang,' Joseph C. Hi11 2 , M. ASCE

ABSTRACT

A computer-based ~lood- and sediment-routing model which simulates
river-channel changes is described. As the change in channel width
reflects the river's adjustment in resistance--that is, in energy
expenditure; it is therefore simulated using the energy approach.
This model has been applied to study river-channel changes of the
San Dieguito River; predicted results using this model are supported
by field measurements. Changes in channel widths, while closely
interrelated to the changes in channel-bed elevation and other vari
ables, reflect the river's tendency to seek equal power expenditure
along the channel.

INTRODUCTION

River channel changes generally include channel-bed aggradation and
degradation, width variation, and laterial migration in channel
bends. These changes may occur naturally or as a result of a change
in the environment. Man is also regarded as a geomorphic agent with
certain activities such as sand and gravel mining, bridge construc
tion, river control schemes, etc. having contributed to river channel
changes. Langbein and Leopold maintain that the equilibrium channel
represents a state of balance with a minimum rate of energy expendi
ture or an equal rate of energy expendi ture along the channe I ('0).
Changes induced by nature or men's activities distort the channel
equilibrium and therefore result in river-channel changes.

The three types of river channel changes in channel-bed elevation,
channel width, and lateral migration are closely interrelated to each
other and may occur concurently. Changes in channel-bed elevation
are often inseparable from width variation because a channel tends
to become narrower during degradation, and it tends to widen during
aggradation. Earlier versions of the FLUVIAL model have considered
channel-bed aggradation and degradation (2,3,4) and width variation
(3,4). The current version FLUVIAL-11 which simulates all three
types of changes has been formulated, developed ard applied in a
case study. This paper describes this model and its application

Professor of Civil Engineering, San Diego State University,
San Diego, CA

2 principal Civil Engineering, County of San Diego



in the case study. Special attention is given to the lateral
migration and to the nature of energy (or power) transformation
in alluvial rivers associated with river-channel changes.

ANALYTICAL BACKGROUND

This mathematical model has five major components: 1) water routing~

2) sediment routing~ 3) changes in channel width~ 4) changes in
channel-bed profile1 and 5) lateral migration of the channel. This
model employs a space-time domain in which the space domain is repre
sented by the discrete cross-sections along the reach and the time
domain is represented by discrete time steps. In water routing, the
time and spatial variations of the discharge, stage, velocity, energy
gradient, etc., along the reach are obtained by an iterative proce
dure. At each time step, sediment discharge at each cross-section is
computed~ changes in channel width, channel-bed profile and lateral
migration are obtained and applied to each cross-section. The bed
material composition is updated at each time step. Since changes in
channel geometry and bed-material composition are slow in comparison
to water routing, corrections for them are made separately for each
time step. The component on width changes is related to the energy
expenditure as described below:

Changes in Channel Width--Simulation of width variation is based upon
the concept of minimum stream power. At a time step, width correc
tions for all cross-sections are such that the total stream power
(or rate of energy expenditure) for the reach is minimized~ these
corrections are subject to the physical constraint of rigid banks
and limited by the amount of sediment removal or deposition along
the banks wi thin the time step. Total stream power of a channel
reach is

YQSdx

in which P = total stream power of the reach: L = length of the
reach~ Q = discharge~ S = energy gradient~ Y= specific weight of
water and sediment mixture~ and x = distance in the flow direction.
Written in finite difference form, this equation becomes

N -1

P= L 2
1

Y(Q. S. +0'1 S. 1)~x. (2). 1 1. 1. ""i+ 1. + 1.
1. =

in which N = total number of cross-sections for the reach~ i = number
of a cross-section~ and ~xi = distance between Sections i and i
+ 1. Previous studies have established that minimum stream power for
an alluvial river is equivalent to equal power expenditure per unit
channel length, that is, constant YQS along the reach (4,9,10). A
river channel undergoing changes usually has uneven spatial distri
bution in power expenditure or YQS. Usually the spatial variation
in Q is small but that in S is pronounced. Total stream .:.,vwer of a
reach is reduced with the reduction in spatial variation in QS or S
along the reach. Adjustments in channel widths are made in such a
way that the spatial variation of QS is minimized subject to the
constraints and limitations stated above. An adjustment in width
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reflects the river's adjustment in flow resistance--that is, in power
expenditure. A reduction in width at a cross-section is usually
associated with a decrease in energy gradient for the section whereas
an increase in width is accompanied by an increase in energy gradient.
Using these guidelines, a technique for width correction has been
developed as described in a previous publication (4).

Width changes in alluvial rivers are characterized by the formation
of small widths at degrading reaches and widening at aggrading
reaches (3,4,7,9,10,11). This type of width formation represents
the river's adjustment in resistance to seek equal power expenditure
along its course. A degrading reach usually has a higher channel-bed
elevation and energy gradient than its adjacent sections. Formation
of a narrower and deeper channel at the degrading reach decreases
its energy gradient due to reduced boundary resistance. On the other
hand, an aggrading reach is usually lower in channel-bed elevation
and energy gradient. Widening at the aggrading reach increases its
energy gradient due to increased boundary resistance. These adjust
ments in channel width reduce the spatial variation in energy
gradient" and total power expenditure of the channel. Since the
sediment discharge is proportional to the stream power (1), these
adjustments favor the establishment of channel's equilibrium.

A CASE HISTORY OF RIVER CHANNEL CHANGES

The San Dieguito River at Rancho Santa Fe, California, experienced
significant changes in a two-mile reach (see Figure 1) during recent
floods. Documentation of river channel changes and flood hydrographs
were made by the County of San Diego (5,12), providing a valuable set
of field data for river studies.

physical Conditions -- The study reach is about four miles from the
ocean and about five miles below Lake Hodges Dam. The channel has a
wide and flat natural configuration; the natural slope and bed
material size decrease significantly in the downstream direction.
Bed material of the study reach varies from coarse sand (d50 =
0.85 mm) at the upstream end to find sand (d50 = 0.24 mm) downstream.

The natural channel configuration was distorted prior to recent flood
events by men's activities including sand mining and construction of
the Via de Santa Fe Road and bridge as shown in Figure 1. As a
result of sand mining, several large borrow pits with a depth as
great as 25 feet were created. The natural wide channel is encroached
upon by the road embankment on each side of the bridge (Section 51).
While the river channel has an erodible bed and banks, the banks,
however, are constrained by the hills at the south bank of Section 51
and along the north banks of Section 60 to 63 and by bank protections
at the north banks of Sections 51 and 58.

Two floods passed through the river, one in March, 1978 (peak flow =
4,400 cfs), and another in February, 1980 (peak flow = 22,000 cfs),
when Lake Hodges spilled. Hydrographs of these floods are shown in
Figure 2. Prior to these events, Lake Hodges had not spilled for 26
years.
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River Channel Changes -- Significant changes in the river channel
were observed after the March, 1978, flood. Channel-bed scour
occurred near borrow pits and notably at the bridge crossing where
measurements were made as shown in Figure 3 for Section 51. Deposi
tion was observed in the borrow pits. With limited flood discharge
and duration, these borrow pits were only partially refilled.

Major changes in the river channel occurred during the greater
February, 1980, flood. These changes included channel-bed aggrada
tion and degradatin, width variation, and lateral migration of the
channel are described below. These changes were recorded by a high
water mark at Section 52, by channel-bed measurements at selected
cross-sections after the flood as shown in Figure 3, and by photo
graphs taken during the flood as shown in Figures 4, S, and 6.

SIMULATION AND RESULTS

The mathematical model FLUVIAL-11 was used to simulate river channel
changes in the San Dieguito River during the 1978 and 1980 floods.
Graf's equation (6) for bed-material load was used in computing the
sediment movement. Channel roughness in terms of Manning's n was
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Figure 4. San Dieguito River on February 21, 1980
(Looking toward south)

• Figure 5.
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Figure 6. Channel bank scour near Sections 45 and 46
(Looking toward north)

selected to be 0.035 in consideration of the channel irregularity
and minor vegetation growth; it was estimated to be 0.04 at the
bridge crossing. The combined duration of 140 hours for these two
floods was computed using 2,000 time steps.

Simulated results as presented in Figures 1, 3, and 7 are described
below.

Changes in River Channel Configuration -- River channel changes,
including those in chan;,el-bed profile, channel width, and lateral
migration, as simulated by the computer model, are described herein.
Changes in the longitudinal channel-bed profile (see Figure 7) are
characterized by aggradation in the borrow pits, erosion at higher
grounds, and the gradual formation of a more or less smooth channel
bed profile at the end of the flood. In that process, considerable
variation in the longitudinal channel-bed elevation through the
downstream portion of the river reach is predicted at the peak flood
as shown in Figures 1 and 7. The higher channel-bed elevations at
Sections 45, 46, and 48 are associated with large channel widths
while the lower elevations at Sections 47 and 50 are due to their
small widths.
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Changes in channel width which occur concurrently with variations in
channel-bed elevation and lateral migration are simulated. Width
changes are characterized by the gradual widening at those initially
narrow sections, notably at Sections 47, 49, 50, 51, 57, 58 and 59
and reductions in width at initially wide sections, notably at
Sections 53 and 54. Initial and simulated final cross-sectional
profiles of these sections are shown in Figure 3 together with some
measured profiles. Simulated channel width at the peak flood (shown
in Figure 1) is highly uneven in its spatial variation along the
river. This variation is gradually reduced during the flood as
reflected by the simulated final cross-sectional profiles in Figure
3. By comparing the initial and final channel-bed profiles, one
finds that widening at a section is through bank erosion and that
the reduction in width is usually through sand-bar formation along
the bank(s). Simulated variation of the cross-sectional profile
for Section 53 illustrates the sand-bar formation and the associated
reduction in channel width. A picture of this sand bar taken at
the end of the flood is shown in Figure 5.

That changes in channel width and channel-bed elevation are closely
related may be illustrated by the simulated time variation of the
cross-sectional profile at Section 51 (see Figure 9). Initially
Section 51 is on a sand ridge with borrow pits existing on both
sides. Gully formation through this sand ridge during the first
flood is simulated followed by gradual widening and lessening of
the gully depth during the second flood. The maximum scour depth
is predicted to occur in the initial gully. The simulated results
correlate well with measurements at this section shown in Figure 3,
in which the uneven final channel-bed profile as measured is related
to the removal of several piers during the flood (see Figure 4).

Lateral migration of the channel at Sections 44, 45, and 46 in the
river bend as simulated is illustrated by the variation of the cross
sectional profile at section 46. Lateral migration is through
gradual erosion of the concave bank and deposition on the convex
bank. A picture of the eroded concave bank is shown in Figure 6.

RIVER-CHANNEL CHANGES IN RELATION TO POWER EXPENDITURE

Changes in river-channel configuration are accompanied by changes in
flow resistance and hence the rate of energy (or power) expenditure.
The YQS product represents the rate of energy expenditure per unit
channel length. Since the spatial variation of Q is small, the
spatial variation of YQS may be represented by the spatial variation
of the energy gradient S shown in Figure 7.

Simulated river channel changes are associated with the gradual
reduction of the spatial variation of energy gradient along the
channel subject to the physic~i constraint of rigid banks. That
the adjustment in river-channel configuration is closely related to
the change in power expenditure can be illustrated by the sequential
changes of cross-sectional profile at Section 51 as shown in Figure
3. Because it is initial sand ridge (see Figure 7), the energy

10
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gradient at this section is initially much greater than those of
its adjacent sections. This pronounced spatial variation in energy
gradient is reduced through gully formation at this section and
deposid.on at the adjacent sections. The gUlly which is small in
width and has a low channel-bed elevation provides the least possible
flow resistance and hence lowest energy gradient at this section; it
also reduces the back-water effect on the upstream section and
thereby increases its energy gradient. At subsequent time intervals,
the energy gradient at Section 51 becomes less than its adjacent
section~ Cross-sectional changes at this section then include
widening in channel width and aggradation in the gully. These
changes are accompanied by increases in boundary resistance and
energy gradient at this section, favoring the establishment of equal
energy gradient along the reach. This pattern of river channel
changes characterized by the formation of narrow channel width during
channel-bed degradation and widening during aggradation, is evident
in nature and has been reported in the literature (3,4,7,8,9,10,11).

SUMMARY AND CONCLUSIONS

The mathematical model FLUVIAL-11 has been formulated and developed;
it has been employed to simulate flood- and sediment-routing and
associated river channel changes in the San Dieguito River near the
Via de Santa Fe bridge. Simulated results using this model are
supported by field observations and measurements.

An alluvial river is the author of its own geometry; therefore it
will respond to any change imposed upon by nature or by men through
self adjustments. River channel changes may include channel-bed
aggradation and degradation, width variation, and lateral migration
in channel bends. These changes are interretated as they may occur
concurrently. Therefore, a mathematical model for erodible channels
must include these variables.

River channel changes in the San Dieguito River are characterized
by the trend toward a more uniform configuration from the initially
distorted configuration. In this process, the river channel tends
to become narrower during channel-bed degradation and it tends to
widen during aggradation. This pattern of adjustment reflects the
river's tendency to seek equal power expenditure along the channel.
River channel changes provide a mechanism with which the river seeks
to establish the dynamic equilibrium in sediment transport, that is
equal sediment load along the reach.

In erodible channels, flood-level computation using a fixed-bed model
may be limited in accuracy. Improved accuracy for flood-level deter
mination in such channels may be provided by an erodible-bed model •

11
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• INPUT/OUTPUT DESCRIPTIONS FOR FLUVIAL PROGRAMS

I. INPUT DESCRIPTION

The HEC-2 format for input data is used in all versions of the FLUVIAL
model. Data cards for HEC-2 pertaining to cross-sectional geometry
(Xl and GR), job title (Tl, T2, and T3), and end of job (EJ), are used
in the FLUVIAL model. If a HEC-2 data deck is available, it is not
necessary to delete the unused cards except that the information they
contain are not used in the computation. For the purpose of f1ood
and sediment-routing, additional data pertaining to sediment charac
teristics, flood hydrograph, etc., are required and supplied by other
data cards. Sequential arrangements of data cards are shown in the
following table.

Cards

Tl, T2, T3

Gl

G2

G3

GS

Xl

G4

GR

EJ

Description of Card Type

Title Cards

General use Card

General Use Cards for Hydrographs

General Use Card for Downstream Boundary Condition

General Use Cards for Initial Sediment Compositions

Cross-sectional card

Card for Specifying Non-erodible Portions of a
Cross section

Card for Ground Profile of a Cross section

End of Job Card

•

Variable locations for each input card are shown by the field number.
Each card has an input format of (A2, F6.0, 9F8.0). Field 0 occupying
columns 1 and 2 are reserved for the required card identification
characters. Field 1 occupies columns 3 to 8; Fields 2 to 10 occupy 8
columns each. The data cards are first tabulated and then described
in the following pages.

Tl, T2, T3 Cards

These three cards are title cards for output title; all three cards
are required for each job •



.Field

o

1-10

G1 Card

Variable

IA

None

Value

T1

Page 2

Description

Card identification character.

Numbers and alphameric characters
for title.

This card is required for each job, used to enter the general
parameters.

Field

o

1

2

3

4

5

6

7

8

9

Variable .

IA

TYME

ETIME

DTMAX

!SED

DFB

PHI

ANN

PTIME1

PTIME2

Value

G1

+

+

+

2

3

+

+

+

+

+

Description

Card identification characters

Starting time of computation on the
hydrograph , in hours.

Ending time of computation on the
hydrograph, in hours.

Maximum time increment At allowed, in
seconds.

Graf's sediment load equation is used.

Yang's unit stream power equation for
bed material load is used.

Other sediment load equation is used.
The equation selected needs to be
supplied to the program.

Median sediment size of the bank
material, in mm.

Angle of repose of bed-material, in
degrees.

Manning's "n" value for the reach.
This value is used for a section
unless otherwise specified by Field 8
of the X1 card.

Starting time of the period in which
output are printed at a greater fre
quency.

Ending time of the period in which
output are printed at a greater
frequency.
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G2 Cards

KPFNM +

Page 3

Frequency of printing the output, in
number of time steps.

These cards are required for each job, used to define the flood hydro
graph(s) in the channel reach. The first G2 card is used to define
the spatial variation in flood discharge along the reach; the succeed
ing ones are employed to define the time variation(s) of the flood
discharge.

Field Variable Value Description

First G2 Card

o

1

2

3

4

5

IA

IHP1

NP1

IHP2

NP2

IHP3

NP3

G2

+

+

+
o

+
o

+
o

+
o

Card identification characters.

Number of last section using the first
hydrograph. The number of section is
counted from downstream to upstream
with the downstream section being one.

Number of points connected by straight
segments used to approximate the first
hydrograph. The maximum value is 10.

Number of last section using the
second hydrograph if any. Otherwise
leave it blank.

Number of points used to approximate
the second hydrograph. The maximum
value is 10.

Number of last section using the third
hydrograph if any. Otherwise leave it
blank.

Number of points used to approximate
the third hydrograph. The maximum
value is 5.

Succeeding G2 card(s)

Q1(1), Q2(1) +
Q3(1)

Discharge coordinate of point 1 for
each hydrograph, in cfs.

Q1(2), Q2(2) +•
2

3

TM1(1) ,
TM2 (1) ,
TM3( 1)

+ Time coordinate of point 1 for each
hydrograph, in hours.

Discharge coordinate of point 2 for



Q3(2)

TM1(2),
TM2(2)
TM3(2)

+

Page 4

each hydrograph, in cfs.

Time coordinate of point 2 for each
hydrograph, in hours.

Continue with additional discharge and time coordinates.

G3 Card

This is a required card for each job, used to define the channel slope
at the downstream section. This slope is required for the stage-dis
charge relation at the section; it should be measured from the topo
graphic map.

Field

o

1

2

3

GS Card

Variable

IA

S11

ZMIN1

DSOP

Value.

G3

+

+

o

Description

Card identification characters.

Slope of the downstream section.

Minimum elevation (invert elevation)
at the downstream section contained in
the GR card, in feet.

Downstream slope is allowed to vary
during flow.

Downstream slope is a constant as S11.

Two GS cards are required for each job, used to specify initial sedi
ment co~positions in the channel at the upstream and downstream cross
sections. Sediment composition at each section is represented by five
size fractions.

Fi-eld Variable Value Description

0 IA GS Card identification ~haracters.

DFF(1) + Median diameter of bed materials for
the smallest size fraction in mm.

2 PC(1) + Fraction of bed materials in this size
range.

Continue for other DFF's and PC's.
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X1 Card

This card is required for each cross section (50 cross sections can be
used for each channel reach); it is used to specify the cross-sec
tional geometry and program options applicable to that cross-section.

•

Field

o

1

2

3

4

7

8

9

10.

G4 Card

Variable

IA

SECNO(I)

NP(I)

STCHL(I)

STCHR(I)

DX(I)

AN(I)

CPC(I)

IRC (IC)

Value

X1

+

+

+

+

+

o

+

o

+

o

+

Description

Card identification characters.

Original section number from the map.

Total number of stations or points on
the next GR cards for cross section I.

Station of the left bank of the
channel. Must be equal to one of the
Y(I,J) on next GR cards.

Station of the right bank of the
channel. Must be equal to one of the
Y(I,J) one next GR cards.

Length of reach between current cross
section I and the next downstream
cross section I-1 for the channel, in
feet •

Channel roughness is the same as the
reach.

Manning's "n" value for this section.

Center of thalweg coincides with the
channel invert.

Horizontal coordinate of the center of
thalweg, in feet.

Regular erodible cross section.

Rigid or non-erodible cross section
such as a drop structure or a road
crossing.

•
This is an optional card used to specify non-erodible portions of a
cross section •



Field

o

1

2

GR Card

Variable

1A

YC1(I)

YC2(I)

Value

G4

o

+

o

+

Page 6

Description

Card identification character.

Regular erodible left bank.

Station of rigid left bank, to the
left of which channel is non-erodible.

Regular erodible right bank.

Station of rigid right bank, to the
right of which channel is non-erod
ible.

This card specifies the elevation and station of each point for a
digitized cross section; it is required for each X1 card.

Field

o

1

2

3

4

Variable

IA

Z(1,1)

Y(I,1)

Z(1,2)

Y(1,2)

Value

GR

+

+

+

+

Description

Card identification characters.

Elevation of point 1 at station
Y(I,1), in feet. May be positive or
negative.

Station of point 1, in feet.

Elevation of point 2 at station
Y(I,2), in feet.

Station of point 2, in feet.

Continue with additional GR cards using up to 25 points to describe
the cross section. Stations should be in increasing order. Cross
section number I is counted from downstream to upstream with the
number of the downstream section as 1.

EJ Card

This card is required following the last cross section for each job.
Each group of cards beginning with a T1 card is considered as a job.

Field

o

1-10

Variable

IA

Value

EJ

Description

Card identification characters.

Not used.
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OUTPUT DESCRIPTION

Output of the model include initial bed-material compositions, time
and spatial variations of the water-surface profile, channel width,
flow depth, flood discharge, velocity, energy gradient, roughness
coefficient, median sediment size, and bed-material load. In addi
tion, cross-sectional profiles are printed at different time inter
vals.

Symbols used in the output are generally descriptive, some of them are
defined below:

•

•

SEC NO

TIME

DT

W.S.ELEV

WIDTH

DEPTH

Q

v

SLOPE

N VALUE

D50

QS

QS1

QS-2

QS3

QS4

QS5

WSEL

z

Number of a cross-section.

Time on the hydrograph.

Size of the time step or ~t.

Water-surface elevation.

Width of channel flow.

Depth of flow measured from channel invert to the water
surface elevation.

Discharge of flow.

Mean velocity at a cross-section.

Energy gradient.

Composite roughness in terms of Manning's "n" for a
cross-section.

Median bed-material size of d50 in the active layer.

Bed-material load for all sediment-size fractions.

Bed-material load for the first (finest) size fraction.

Bed-material load for the second size fraction.

Bed-material load for the third size fraction.

Bed-material load for the fourth size fraction.

Bed-material load for the fifth size fraction.

Water-surface elevation, in feet.

Vertical coordinate (elevation) of a point on channel
boundary of a cross-section, in feet •



y

DZ

TDZ

Page 8

Horizontal coordinate (station) of a point on channel
boundary of a cross-section, in feet.

Change in elevation during the current time step, in
feet.

Total or accumulated change in elevation, in feet.
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ABSTRACT

Amodel for field-sized areas was developed to evaluate
sediment yield under various management practices.

The model provides a tool for evaluating sediment yield
on a storm-by-storm basis for control of erosion and sedi
ment yield from farm fields. The model incorporates fun
damental principles of erosion. deposition, and sediment
transport. The procedures allow parameter values to
change along complex overland flow profiles and along
waterways to represent both spatial variability and varia
tions that occur from storm to storm. Many of the model
parameter values are obtained from topographic maps or
directly from the Universal Soil-Loss Equation (USLE).
Thus we feel that the model has immediate applications
without extensive calibration.

Individual components of the model were tested using
experimental data from studies of overland flow. erodi
ble channels. and small impoundments. These results
suggest that the model produces reasonable estimates of
erosion, sediment transport, and deposition under a
variety of conditions common to field-sized areas. The
procedures developed here can be used to evaluate alter
native management practices such as conservation
tillage, terracing, and contouring.

INTRODUCTION

Estimates of erosion and sediment yield on field-sized
areas are needed so that best management practices
(BMPs) can be selected to control erosion for maintain
ing soil productivity and to control sediment yield for
preventing excessive degradation of water quality. The
field is typically the management unit used by most
farmers to select management practices. For several
years, soil conservationists have used the Universal Soil-
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Loss Equation (USLE) (Wischmeier and Smith, 1978) to
select erosion control practices tailored for a given
farmer and his fields. If sediment yield tolerances for
maintenance of water quality are established for local
areas, a model is needed to select BMPs based on a
farmer's site specific conditions, his needs. and tolerable
loading rates for streams in his area.

On a given field. sediment yield is controlled by either
sediment detachment or sediment transport capacity
(Ellison. 1947; Meyer and Wischmeier, 1969), depend
ing on factors such as topography. soil. cover, and rain
fall/runoff characteristics. The effects of these factors
change from season to season and from storm to storm.
The need to consider detachment and transport pro
cesses on a storm-by-storm basis limits the accuracy of
himped equations such as the USLE (an erosion equa·
tion). or Williams' (1975) modified USLE (a flow
transport sediment yield equation) on field-sized areas.

Several detailed models (Beasley et aI.. 1980; Donigian
and Crawford. 1976; Li. 1977) compute erosion and sedi·
ment transport at various times over a runoff event.
Although these models are powerful, their considerable
use of computer time prohibits the practical simulation
of long periods of record on many fields to select a BMP
for specific fields.

The purpose of this paper is to describe a model that,
while simply constructed and usable over a broad range
of situations at reasonable cost, embodies the latest
knowledge on the fundamentals of erosion mechanics.
The model may be used without calibration or collection
of data to determine parameter values. It can be linked
to hydrologic and chemical transport models, and was
developed for that specific purpose as a component of
CREAMS, a field scale model for Chemicals, Runoff,
and Erosion from Agricultural Management Systems
(USDA. 1980).

BASIC CONCEPTS

The basis of this model is that USLE storm erosivity,
EI, and the peak runoff rate at the watershed outlet can
be used to characterize a storm's rainfall, runoff, and
sediment yield. Quasi-steady state is assumed. Thus, sedi
ment movement downslope obeys continuity expressed by:

dQs/dx = DL + DF .•.•.••...•.••..•.•.•... [1]

where q. = sediment load (mass/unit width/unit time),
x = distance, DL = lateral inflow of sediment
(mass/unit areal unit time). and DF = detachment or
deposition by flow (mass/unit area/unit time).
Mathematically, detachment and deposition differ only
in sign; detachment is positive, deposition is negative.

Hydrologically and hydraulically, a typical watershed
may be divided into areas or elements of overland flow,
channel flow, or impounded runoff. Each type of flow is
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treated in the model with a specific set of equaions for
that type of flow. Lateral sediment inflow is from interrill
erosion on overland flow areas, or from overland flow (or
channels if a set of channels drain into a main channel)
for the channel areas. Overland flow or channels, but not
both, may drain directly into an impoundment according
to the model's structure. Flow in rills on overland flow
areas or in channels transports all sediment downstream.
Lateral sediment inflow to runoff in rills or channels is
assumed regardless of whether the flow is detaching or
depositing.

The watershed is represented by selecting a combina
tion of elements from a typical overland flow profile, a
main channel, a set of channels draining into a main
channel. or a small impoundment as illustrated in Fig. 1.
The selected combination ofelements depends on the site
being analyzed. Overland flow and channel elements are
divided into segments along their length. Computations
proceed downstream segment by segment and element by
element. The computational sequence is shown in Fig. 2.

For an overland flow or channel segment, the model
computes a potential sediment load which is the sum of
the sediment load from the immediate upslope segment
plus that added by lateral inflow within the segment. If
the potential load is less than the sediment transport
capacity of the flow, detachment occurs either at the
detachment capacity of the flow or at the rate that will
just fill transport capacity. whichever is less. Sediment

detachment by rainfall or flow adds sediment having a
given size and density distribution. No sorting is allowed
during detachment.

If potential sediment load is greater than transport
capacity, deposition is assumed to occur at the rate of
(Foster and Meyer, 1975):

Dd =Ct (Tc - Q s> .•....•..••..•..•......•.. (2)

where Dd = deposition rate (mass/unit area/unit time),
a = a first order reaction coefficient (length -1), and T.
= transport capacity (mass/unit width/unit time). The
coefficient a is given by:

Ct =~ vs/qw ...•••...•.••.•••....•...... (3)

where ~ = 0.5 for overland flow (Davis, 1978), and 1.0
for channel flow (Einstein, 1968), V. = particle fall
velocity. and q.. = discharge per unit width (volume/unit
width/unit time). Fall velocity is computed using stan
dard relationships and drag coefficients for a sphere fall
ing in still water.

The assumption that dT./dx is constant over a seg
ment permitted use of analytical solutions to equations
[1] and [2] where deposition occurred. Where deposition
did not occur, sediment load was calculated from:

qs = (Du + DI)~x/2 + DL~x + qsu • • • • • • • • • • • • • . • [4)
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where D.. and D, respectively, rates of detachment by
flow at the upper and lower ends of the segment or its
portion where detachment by flow is occurring, I1x =
length of the segment or its portion where detachment by
flow is occurring, and q... = sediment load at the upper
end of the segment or its portion where detachment by
flow is occurring.

The Yalin sediment transport equation was modified
(Yalin, 1963; Foster and Meyer, 1972; Davis, 1978; and
Khaleel et aI., 1979) to describe sediment transport
capacity for various particle sizes and densities. A parti
cle type is a class of particles represented by a given
diameter and specific gravity. If transport capacity ex
ceeds availability for one particle type while it is less for
another, excess transport capacity is shifted from the
particle type having the excess to the one having the
deficit. Furthermore, simultaneous deposition and
detachment of particles by flow is not allowed. Equations
[1 - 4] are solved for each particle type within these con
straints.

OVERLAND FLOW ELEMENT

Detachment on interrill and rill areas and transport
and deposition by flow in rills are the important erosion
transport processes on overland flow areas. Detachment
is described by a modified USLE written as (Foster et aI.,
1977):

DLi =4.57 EI (so + 0.014)K<I>P (Op/Vu )••••••••.••• (5]

and
DFr = (6.86 x 106) 1) vU O'J3 (x/22.1) T/-I K<I>P (op/Vu )' .• [6]

where DL1 = interrill detachment rate (g/m1 ofland sur
face/s), DFr = capacity rate for rill detachment (g/m1 of
land surface/s), EI = rainfall erosivity (energy times
maximum 30-min intensity) (N/h)·, x = distance
downslope (m), s. = sine of slope angle. '1 = slope length
exponent for rill erosion, K = USLE soil erodibility fac
tor. [g h/ (N m1 )J, <P = USLE cover-management soil
loss ratio, P = USLE contouring factor, V.. = runoff
amount [volume/unit area (m)], and Op = peak runoff
rate [volume/unit area/unit time (m/s)]. The term op/V..
converts a total soil loss for a storm to an average rate for
the storm. Only the contouring part of the USLE P factor
is used. The model is structured to directly account for
other supporting conservation practices like terraces and
stripcropping.

For downslope distances less than 50 m, '1 is set to 2.0,
but for slopes longer than 50 m, '1 is limited by:

T/ =1.0 + 3.912/1n x •••••••••.••••••••••••. [7]

-The units on the K factor from the USLE must be carefully noted.
Multiplication of the K in U. S. customary units by 131.7 gives a metric
K having units of gh/(Nm'). Foster. G. R.. D. K. McCool. K. G.
Renard and W. C. Moldenhauer, 1981. Conversion of the Universal
Soil-Loss Equation (USLE) to metric SI units. Accepted by J. Soil and
Water Conservation. Manuscript available from senior author.



This limit avoids apparent excessive rill erosion for very
long slopes (Foster et aI., 1977). Equation [7) limits the
effective slope length exponent for rill and interrill ero
sion combined to 1.67 so far as it is a function of length.
The effective exponent is also a function of slope and
runoff erosivity relative to rainfall erosivity.

The detachment equations [51 and [6) (except for the
op/V. term) as originally developed (Foster et aI., 1977)
were on a storm basis. whereas the transport equation is
on an instantaneous rate basis. The two were combined
by assuming that the computed sediment concentrations
are average concentrations for the runoff event.

Cover and management effects on detachment are
described with the USLE soil loss ratios (Wischmeier and
Smith, 1978). Cover and management affect transport by
their reduction of Op and V. (estimated outside of the
model) and by reducing the flow's shear stress acting
along the soil-water interface. The concept (Graf. 1971)
of dividing shear between form roughness (cover like
mulch or vegetation) and grain roughness (soil) is used to
estimate the proportion of total shear stress acting on the
soil. The shear stress acting on the soil, T.oii , is estimated
by:

Tsoil = ")'YSo (nbov/n cov)9 110 •••••••••••••••••• [8]

where Y = weight density of water, y = flow depth for
bare, smooth soil, nbo• = Manning's n for bare soil, and
nco. = Manning's n for rough, mulch, or vegetative
covered soil. Flow depth is estimated by the Manning
equation as:

y = [q\V nbov/sl/2] 3/ 5• ••••••••••••••••••••• [9]

where qw = discharge rate per unit width. Although the
Darcy-Weisbach equation with a varying friction factor
for laminar flow might be more accurate in some cases
for y. most users are better acquainted with estimating
Manning's n. Values for Manning's n may be selected
from Foster et al. (l980a) and Lane et al. (1975).

Segments along the overland flow profile are estab
lished by the model. The overland flow profile may be
uniform, convex, concave, or a combination of these
shapes. Input data requirements are slope length,
average slope steepness, location of the end points of a
uniform section at midslope, slope at the upper end of
the profile, and slope at the lower end of the profile. A
quadratic curve is fitted to curved portions of the slope so
that it passes through an end point of the uniform seg
ment at midslope and is tangent to the profile near each
of its ends. Convex portions of a profile are divided into
three equal length segments while concave portions are
divided into ten equal length segments because calcula
tion of deposition on concave slopes is quite sensitive to
the number of segments, and accurate computation of
the location of the beginning of deposition is important.
Uniform portions of a profile are single segments. Addi
tionalsegment ends are designated by the model where
K, ~, P, or nco. change.

CHANNEL ELEMENT

The channel element describes detachment, transport,
and deposition by flow in terrace channels, diversions,
natural waterways, grassed waterways, row middles or
graded rows, tailwater ditches, and other similar chan
nels where topography has caused overland flow to con-

verge. The channel element does not describe erosion in
gullies or large streams.

The same basic concepts are used in both the channel
and overland flow elements. Discharge along the channel
is assumed to vary directly with upstream drainage area.
An initial discharge is permitted at the upper end of a
channel to account for upland contributing areas.
Changes in controlling variables like slope and cover
along the channel are allowed.

Flow in most channels in fields is spatially varied, with
discharge increasing along the channel. The model
approximates the energy gradeline along the channel
assuming a triangular channel section and steady flow at
the characteristic peak discharge from a set of
polynomial curves fitted to solutions of the normalized
spatially varied flow equation (Chow, 1959). This feature
approximates either drawdown or backwater at a chan
nel outlet like at the edge of a field where vegetation may
hinder runoff. As an alternative in the model, the slope
of the energy gradeline can be assumed equal to the
channel slope. After the slope of the energy gradeline is
estimated, a triangular, rectangular, or "naturally erod
ed" section is selected at the user's option to compute
flow hydraulics and channel erosion and sediment
transport.

In the spring immediately after planting, concentrated
flow from intense rains on a freshly prepared seedbed
may erode through the finely tilled layer to the depth of
secondary tillage. If the soil is susceptible to erosion by
flow when tilled, the flow may erode deeper to the depth
of primary tillage. Often the soil is much less erodible at
this level and downcutting will stop here. Before the
channel reaches a nonerodible layer, its width is a func
tion of the flow's shear stress and the soil's critical shear
stress. Once the flow reaches a relatively nonerodible
layer, the channel widens. As it widens, the erosion rate
decreases until it approaches zero as the channel ap
proaches a maximum width. The maximum width de
pends on the flow's shear stress and the soil's critical
shear stress. Data from rill erosion studies (Meyer et al.,
1975; Lane and Foster, 1980) suggest that erosion by
flow over a tilled, loose seedbed may be described by:

Dc =K ch (1.35T - Tcr)1.05 .•....••.•.•••.•.. [10]

where Dc = erosion rate in a channel (mass/unit area of
wetted perimeter/unit time), Kc~ = soil erodibility factor
for a channel erosion T = average shear of the flow at a
channel section, and Tcr == a critical shear stress below
which erosion is negligible. Critical shear stress of the
surface layer of soil seems to increase greatly over the
year as the soil consolidates (Graf, 1971; Foster et al.,
1980a).

The shear stress acting on the soil is the shear stress
used to compute detachment and sediment transport
capacity. Grass and mulch reduce this stress. Total shear
is divided into that acting on the vegetation, mulch, or
large scale roughness and that acting on the soil using
sediment transport theory (Graf, 1971).

Shear stress at a channel location varies with time as
runoff rises and falls. The model assumes that shear
stress is triangularly distributed in time during the runoff
event to estimate the time tb that shear stress exceeds the
critical shear stress. Shear stress is assumed constant and
equal to shear stress computed from the characteristic
peak discharge for this time period. This tends to over·
estimate total erosion for the storm. The derivation and
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FIG. 3 Geometric properties of aD eroding channel at equilibrium.

validation of the equations for channel erosion discussed
below were described by Lane and Foster (1980).

Until the channel reaches the nonerodible layer, an ac·
tive channel is assumed to be rectangular with the width
obtained by Fig. 3 and 4 and equations [11] and [12].
The solution requires that a value for Xc be found. Given
the discharge Q, Manning's n, and friction slope Sf' a
value g(xc ) is calculated from:

Given a particular value g(xc), a value of Xc is obtained
from Fig. 3. Having determined Xc, a value for R. =
hydraulic radius/wetted perimeter and W... = width
/wetted perimeter is read from Fig. 4. The width of the
channel before it reaches the nonerodible layer is then
calculated from:

Wac = (Qn!s~!2)3/1 W./R511 ) ••••••••••••••••• [12]

The channel moves downward at the rate doh:
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where E.h is the soil loss per unit channel length for the
storm (mass/unit length).

Erosion rate ep (mass/unit area of wetted peri
meter/unit time) normal to the wetted perimeter at a
point is assumed equal to:

ep =Kch (7x - 7cr)1.05 ; .•.•..••••••.•.•••..[15]

where T. = the shear stress at a given point along the
wetted perimeter. In order for a channel to be eroding
downward in an equilibrium shape at an equilibrium
rate, the vertical component ofthe erosion rates, ep , must
be equal at all points along the wetted perimeter. Equa
tions [10 . 13] and Figs. 3 and 4 are based on this condi·
tion. The 1.35 factor is the ratio of the shear stress in the
center of the channel to the average shear stress for the
cross section.

Once the channel reaches the nonerodible boundary,
erosion rate decreases with time as the channel widens.
The rate decreases even if discharge rate remains cons
tant. The width W of the channel at any time after the
channel has eroded to the nonerodible layer is estimated
by:

.500.00.00 .10 .20 .30 .40

Xc I DISTANCE ALONG WETTED PERIMETER FROM
WATER SURFACE DOWN TO POINT WHERE LOCAL
SHEAR STRESS EOUALS CRITICAL SHEAR STRESS)
DIVIDED 8Y THE WETTED PERIMETER.

FIG. 4 Function g(Xc) for aD eroding channel at equilibrium.

W. =[l-exp (-t.)] ..••.•••••••.•.••..••... [16]

where:

W. =(W - Wi)!(Wf - Wi)' •••••••••••••••••••• [17]



t*=(t-ti)(dW/dt)i/(Wf-Wi) : [18J

where W = width at t. Wi = width at t/o W f = final
eroded wi~th for t -00 and the given Q, t = time. and

. (dW/ dt), = rate that channel widens at t = t,. The in
itial widening rate is given by:

(dW Idt)i = 2Kch (Tb - T cr)1.05IPsoil .....••.••.•..[19J

where Tb is given by:
f(xb ) =( Tb/T)= exp [0.127 - 0.516 In xb - 0.408 (In X b)' -

for particle type i. Ap and Bp = coefficients given below,
and d.ql = the equivalent sand diameter in microns of
particle tipe i. Equation [25] is integrated over a particle
class interval to obtain the total discharge for the particle
class.

The coefficients Ap and Bp are given by:

Ap = 1.136 exp(Zs)' .•.••••....•...••....•. [26J

Bp = -0.152 exp(Ys)' ••.••....•...••..••... [27J

x b.;;' 0.02 [20] with Z. and Y, in turn given by:
or

xb < 0.02 •.•...... [21]

where Xb = flow depth/wetted perimeter.
The final width W f is determined by finding the xcf

that gives:

where f(XCf) is the function given by equation [20] or [21]
and evaluated at XCf. The final width is:

Wf = {(Qn /s}l2) [(1 - 2xct>/x~~3 J}3/ 8 .••••••••••• [23J

Equations [16 . 23] are based on the assumption that
in a rectangular channel on a nonerodible layer, the
channel widens at the rate that the flow erodes the chan
nel wall at the nonerodible layer. Widening ceases when
the shear stress at the nonerodible boundary equals the
critical shear stress.

Channel erosion after the channel reaches the non
erodible layer is:

Ech = ~W HswPsoil' . • • . •..••••••.....•.•.. [24J

where I!W = the change in width calculated from equa
tions [16 - 23] and H_ = the height of the channel
sidewall.

IMPOUNDMENT ELEMENT

The impoundment element describes deposition
behind impoundment terraces and other small structures
that drain between storms through a pipe near the bot
tom of the impoundment where an orifice controls
discharge.

Deposition is the main sedimentation process occurr·
ing in impoundments. Since transport capacity in im
poundments is essentially nonexistent, the amount of
sediment trapped in an impoundment depends primarily
on time available for sediment to settle to the bottom of
the impoundment before flow can carry the particles
from the impoundment. The equations for the impound
ment element were developed from regression analyses
where relationships were fitted to simulate the data from
a more complex model (Laflen et aI., 1978). That model
had previously been validated with field data (Laflen et
aI., 1972.

The fraction of a given particle type that passes
through the impoundment is:

Fpi = ~ exp(~ depi) ....•................ [26J

where Fp / = fraction passing through the impoundment

Zs = (-6.68 X 10- 6
) f (0.3048)B-' -0.0903B +

(1.19 x 10-4 )Cor -(1.21 x 10-4 )Vin -0.01861 •..... [28J

Ys = (3.28 X 10.-5 ) f (0.3048)B-2 + 0.123B - (2.4 x

10-4 )Cor + (2.86 x 10-4
) Vin -0.01081 .....•.... [29J

where f and B = coefficient and exponent in the power
equation relating surface area to depth Sa = fY:, Y" =
depth in the impoundment (m), Sa = surface area (m2

),

VI" = volume of runoff reaching the impoundment (mJ ),

and I = infiltration rate in the impoundment (mm/h).
The coefficient Co. related to the orifice in the pipe outlet
is given by:

cor = 0.16 d~r' •.••..•.••••.•••.•.•...... [30]

where do. = diameter of the orifice (mm).
Less water leaves the impoundment than entered it

because of infiltration through the boundary of the im
poundment. The volume leaving is estimated by:

Vout = 0.96 Vin exp(Zr)...•....•...•.....•.. [31]

where' V_. = volume of runoff discharged, and Z. is
given by:

Zr '" (-9.29 x 10- 6 ) f (0.3048)B-2 + 0.0282B + (1.25 x

10-4 )Cor - (1.09 x 10-4
) Vin - 0.03041. ..••••.•. [32J

In addition:

If 1= 0.0. Vout = Vin••.•.....•.........•.•. [33J

If Vout > Vin' Vout =Vin' ...•.•••......•.•.. [34J

are additional constraints on V_. from equation [31]
because 0 and VI" are not lower and upper limits for
equations [31] and [32].

ERODED SEDIMENT CHARACTERISTICS

Sediment eroded from field-sized areas is often a mix·
ture of primary particles and aggregates. The size and
density distribution of these particles as they are detach·
ed is a function of soil properties, soil management, and
rainfall and runoff characteristics. If deposition changes
the distribution, usually the coarse and dense particles
are deposited first, leaving a mixture of finer sediment.
The initial particle input to the model is the distribution
of the sediment as it is detached; the model calculates a
new distribution when it calculates the occurrence of
deposition. No selectivity is assumed in detachment of
particles.



TABLE i. TYPICAL SEDIMENT CHARACTERISTICS OF
DETACHED SEDIMENT BEFORE DEPOSITION FOR A

MIDWESTERN SOIL.·

Particle Specific Fraction of
type' Diameter gravity total

mm mass basis

Primary clay 0.002 2.60 0.05
Primary sil t 0.010 2.65 0.08
Small aggregate 0.030 1.80 0.50
Large aggregate 0.500 1.60 0.31
Primary sand 0.200 2.65 0.06

.Particle distribution in soil mass: Clay = 25%. Silt =60%. Sand =
15%.

Based on a survey of existing data, values given in
Table 1 are typical of some midwestern soils. If the parti
cle distribution is unknown, the model estimates the
distribution from the primary particle size distribution of
the soil mass using the following equations:

SASAG =0.0 ••......•.......•..•....•.. [52]

CLLAG =CLO - PCL - CLSAG [53]

SILAG =SIO - PSI - SISAG [54]

SALAG =SAO - PSA ...•.•..........•...•. [55]

SAG = 0.57 0.5 < CLO ....•....•....•..... [40]

SAG =0.28 (CLO - 0.25) + 0.5 0.25" CLO .;;; 0.50 ..•. [39]

LAG =1.0 - PSA - PS - PCL - SAG •.........•... 41]

PSA = SAO (1.0 - CLO)2.49 ..•..•........••••[35] where CLSAG, SISAG. and SASAG = fractions of the
total for the sediment of, respectively, primary clay, silt,
and sand in the small aggregates in the sediment load,
and CLLAG, SILAG. and SALAG are corresponding
fractions for the large aggregates.

If the fraction of clay in the large aggregate based on
the mass of the large aggregate and not on the total mass
of sediment is less than 0.5 times CLO, the distribution
of the particle types is recomputed. A sum of r is com
puted whereby:

r =PCL +PSI + PSA ••.•...•.•.........•••. [56]

CLO < 0.25 .......•..•...•.. 38]SAG = 2 CLO

PSI =0.13 SIO ....•....•....••.•....••••[36J

PCL = 0.2 CLO ......•......•.•.....•.... [37]

if LAG < 0.0, multiply PSA, PS, PCL, and SAG by same
ratio to make:

The fractions PSA, PSI, and PCL are not changed.
The new SAG is:

LAG =0.0 ........••.......••.•.•...•.. [42] SAG = (0.3 + 0.5 n (CLO + SIO)!([1-0.5(CLO + SIO)] •• [57)

DSAG =0.20 (CLO - 0.25) + 0.03 mm 0.25" CLO .r;;; 0.60

DPSI =0.010 mm [44]

DPSA =0.200 mm ......•...•.......•.....[45]

The variables, CLO, SIO, SAO, PCL, PSI, PSA, SAG,
and LAG, are respectively, fractions for primary clay,
silt, and sand in the original soil mass, and primary clay,
silt, sand, and small and large aggregates in the sedi
ment at the point of detachment. The diameters for the
particles are defined as:

DPCL =0.002 mm • . • . • • . • . • . • • . . . . . • . . • •. [43]

Equation [57] is derived given (i) previously determined
values for PCL, PSI, and PSA; (ii) the assumption that
the sum of primary clay fractions for the total sediment is
1; and (iii) the assumption that the fraction of primary
clay in LAG equals one half of the primary clay in the
original soil.

The model also computes an enrichment ratio using
values for specific surface area of organic matter, clay,
silt, and sand. Organic matter is distributed among the
particle types based on the proportion of primary clay in
each type. The enrichment ratio is the ratio of total
specific surface area of the sediment to that for the
original soil.

CLO < 0.25 •....••..••.•. [46]DSAG =0.03 mm

.....•.•.....•...•.•..•.••.•.•..•[47]

SISAG = SAG [SIO!(CLO + SIO)] ......•........ [51]

DLAG =2 CLO mm •....••.•......•...••.•[49]

CLSAG =SAG [CLO!(CLO + SIO)] .•.•••..•..•.. [50]

DISCUSSION

The model gave reasonable results, when compared
with data from concave plots under simulated rainfall,
single terrace watersheds, small watersheds with im
poundment terraces, and a small watershed under con
servation tillage. The simulations were made using
measured rainfall and runoff values.

Concave Plotl
Three concave plots 10.7 m long were carefully shaped

in uniform soil so that slope along the plots continuously
decreased from 18 percent at the upper end to 0 percent
at the lower end (Foster et aL, 1980b). Simulated rainfall
at 64 mm/h was applied to one of the plots and deposi-

0.60 < CLO •.....•....•... [48)DSAG = 0.1 mm

where DPCL, DPSI, DPSA, DSAG, and DLAG are,
respectively, the diameters of the primary clay, silt, and
sand, and the small and large aggregates in the sedi
ment. The assumed specific gravities are shown in Table
1. The primary particle composition of the aggregates is
estimated from:



TABLE 2. COMPARISON OF OBSERVED SOIL LOSS FROM CONCAVE FIELD PLOTS WITH
THAT COMPUTED BY THE MODEL.

Plot Slope at Sediment
Particle distribution in size class

length lower end yield 0.002 0.03 0.3
~

0.75 1.5mm

m % kg/m Fraction

Observed* 7.0 6 8.6 0.05 0.36 0.15 0.17 0.27

Observed 8.8 3 3.9 0.07 0.48 0.12 0.12 0.21
Computed 6.5 0.08 0.58 0.24 0.10 0.01

Observed 10.7 0 3.0 0.10 0.85 0.02 0.01 0.02
Computed 3.0 0.19 0.80 0.01 0.00 0.00

*These data were used to calibrate soil erodibility factor. Manning's n. and particle distribution of sediment
reaching deposition area. Source of data: Foster et aI. (l980b).

tion began at 7 m from the upper end. Plot ends were in
stalled at 7.0 m and 8.8 m on the other two plots. The
measured particle distribution of the sediment entering
the deposition area was used. and the soil erodibility fac
tor and Manning's n were adjusted in the model to give
the observed soil loss and partiCle distribution for the 7.0
m plot. The results shown in Table 2 for the 8.8 and 10.7
m plots were obtained using these calibrated values and
the approximate slope shape curves in the model rather
than the actual slope shape.

Single Terrace Watersheds
Soil loss was simulated for eight years of data. about

53 runoff producing storms. from small. single terrace
watersheds at Guthrie, Oklahoma (Daniel et al.. 1943).
The simulations were made without calibration using in
structions in the user manual for the model (Foster et al..
1980a). Table 3 gives computed and measured results.

Impoundment Terraces
Soil loss was simulated under a range of rainfall and

runoff characteristics for six selected storms at the
Charles City. and Guthrie Center. Iowa. and for five
storms at Eldora. Iowa. Data were taken from an im
poundment terrace study (Laflen et al.. 1972). The
model was run using the user manual instruction without
calibration. Table 4 gives the results.

Small Watershed
Simulations were run without calibrating for approx

imately 2% years of data. about 35 runoff producing
storms. from the P2 watershed at Watkinsville. Georgia
in conservation tillage systems for corn (Smith et aI..
1978). Deposition in the backwater from the flume at the
watershed outlet was modeled. Deposition measured in

TABLE 3. COMPUTED AND OBSERVED SOIL LOSS FOR 8
YEARS OF DATA FROM SINGLE TERRACE WATERSHEDS

AT GUTHRIE. OKLAHOMA*.

Total soil loss for period
per unit area of watershed

the flume backwater was about equal to the measured
sediment yield on a similar, nearby watershed (Langdale
et aI., 1979). The computed sediment yield total for the
period of record was 1.47 kg/mz, while the measured
value was 1.95 kg/mz,

O"erland Flow Detachment
The relationships for detachment used in the overland

flow element gave good results for a watershed at
Treynor. Iowa. Estimates were better than those from
the USLE using storm EI (Foster et aI., 1977) and those
obtained using the USLE and runoff volume and peak
discharge (Onstad et aI., 1977) as measures of erosivity.
These results were confirmed by Lombardi (1979) for
data from natural rainfall on uniform slopes. On long
term simulation, the model should produce results
similar to those of the USLE for uniform slopes.

O"erland Flow Sediment Transport
As the results in Table 2 indicate, estimates of sedi

ment transport by overland flow may be in error by a fac
tor of two. The Valin equation was selected to describe
sediment transport by overland flow after studies showed
that it gave better results than did several other widely
used equations (Alonso, 1980; Neibling and Foster,
1980). However, overland flow conditions are outside the
range of most sediment transport equations developed
for stream flow. Many give results greatly in error for
overland flow.

Channel Detachment
The relationships for channel erosion are the ones

most likely to be in error, because data for flow concen
trations 300 mm wide from the studies (Meyer et aI.,
1975; Lane and Foster, 1980) where the relationships
were derived may not apply to 2 m wide channels. Also,
parameter values for channel soil erodibility and critical
shear stress are not readily available. Few models except
that of Bruce et aI. (1975) consider the decay in erosion
with time due to previous erosion. This component of the
model may require calibration.

*Source of data: Daniel et aI. (1943)

Location Observed Computed

kg/m1 kg/m1

Eldora 0.115 0.069
Charles City 0.043 0.016
Guthrie Center 0.050 0.050

TABLE 4. SIMULATED AND OBSERVED SOIL LOSS FOR
IMPOUNDMENT TERRACES IN IOWA.

Total soil loss per unit area
of watershed for selected storms

Observed Computed

kg/m1 kg/m1

4.8 4.6

12.1 10.6

13.8 11.9

12.2 6.4

Terrace

Uniform grade of 0.0017.457 m long

Uniform grade of 0.005.457 m long

Variable grade. 0.005 at outlet to 0
at upper end. 871 m long

Variable grade. 0.0033 at outlet to 0
at upper end. 773 m long



SUMMARY

An erosion-sediment yield model for field-sized areas
was developed for use on a storm-by-storm basis. The
overall objective was to develop a model incorporating
fundamental erosion-sediment transport relationships
for use in evaluating best management practices for con
trol of erosion and sediment yield from farm fields. The
procedure allows parameters to change along the
overland flow profile and along waterways to represent
both spatial variability and the variations that occur
from storm-to-storm. Many of the model parameters are
directly from the Universal Soil-Loss Equation (USLE)
and other similar, process-type relationships. For this
reason, we feel that the model has immediate applica
tions without extensive calibration.

Individual components of the model were tested using
experimental data from studies of overland flow, erodi
ble channels, and impoundments. Testing suggests that
the model gives reasonable results and may be a useful
tool for analyzing the influence of alternate management
practices on erosion and sediment yield from field-sized
areas.
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ABSTRACT

Wilchmeier, W. H., and Smith, 0.0. 1978. Predicting rainfall erolion loaes-a

guide 10 cor.ervation planning. U.S. Department of Agriculture, Agriculture

Handbook No. 537.

, The Universal Soil Loss Equation (USLE) enables planners to
predict the average rate of soil erosion for each feasible alter
native combination of crop system and management practices
in association with a specified soil type, rainfall pattern, and
topography. When these predicted losses are compared with
given soil loss tolerances, they provide specific guidelines for
effecting erosion control within specified limits, The equation
groups the numerous interrelated physical and management
parameters that influence erosion rate under six major factors
whose site-specific values can be expressed numerically. A half
century of erosion research in many States has supplied infor
mation from which at least approximate values of the USLE
factors can be obtained for specified farm fields or other small
erosion prone areas throughout the United States. Tables and
charts presented in this handbook make this information readily
available for field use. Significant limitations in the available
data are identified.

The USLE is an erosion model designed to compute longtime
average soil losses from sheet and rill erosion under specified
conditions. It is also useful for construction sites and other non·
agricultural conditions, but it does not predict deposition and
does not compute sediment yields from gully, streambank, and
streambed erosion.

Keywords: Conservation practices, conservation tillage, construc
tion sites, crop canopy, crop sequence, delivery ratios, era·
sion factors, erosion index, erosion prediction, erosion tol
erances, erosivity, gross erosion, minimum tillage, no-till,
rainfall characteristics, rainfall data, residue mulch, runoff,
sediment, sediment delivery, slope effect, water quality,
soil erodibility.
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PREDICTING RAINFALL EROSION LOSSES
A GUIDE TO CONSERVATION PLANNING

Walter H. Wiochmeier and Dwight D. Smith'

PURPOSE OF HANDBOOK

b' - .....

Scientific planning for soil and water conserva
tion requires knowledge of the relations between
those factors that cause loss of soil and water and
those that help to reduce such losses. Controlled
studies on field plots and small watersheds have
supplied much valuable information regarding
these complex factor interrelations. But the great
est possible benefits from such research can be
realized only when the findings are converted to
sound practice on the numerous farms and other
erosion prone areas throughout the country. Spe
cific guidelines are needed for selecting the con
trol practices best suited to the particular needs of
each site.
Ae soil loss prediction procedure presented in
~ handbook provides such guidelines. The pro
cedure methodically combines research informa
tion from many sources to develop design data
for each conservation plan. Widespread field ex
perience for more than two decades has proved it
highly valuable as a conservation planning guide.

The procedure is founded on an empirical soil loss
equation that is believed to be applicable wher
ever numerical values of its factors are available..
Research has supplied information from which at

least approximate values of the equation's factors
can be obtained for specific farm fields or other
small land areas throughout most of the United
States. Tables and charts presented in this hand
book make this information readily available for
field use.

This revision of the 1965 handbook (64) updates
the content and incorporates new material that has
been available informally or from scattered re
search reports in professional journals. Some of
the original charts and tables are revised to con
form with additional research findings, and new
ones are developed to extend the usefulness of
the soil loss equation. In some instances, expand
ing a table or chart s·ufficiently to meet the needs
for widespread field application required projec
tion of empirical factor relationships appreciably
beyond the physical limits of the data from which
the relationships were derived. Estimates obtained
in this manner are the best information available
for the conditions they represent. However, the
instances are identified in the discussions of the
specific erosion factors, tables, and charts. Major
research needs are suggested by these discussions
and were recently summarized in an available
publication by Stewart and others (42).

HISTORY OF SOIL LOSS EQUATIONS

Developing equations to calculate field soil loss
began about 1940 in the Corn Belt. The soil loss
estimating procedure developed in that region
between 1940 and 1956 has been generally re-

1 Retired. Former research statistician (water management), Sci·

ence and Education Admini.tration (SEA), and profeuor emeritu.,

agricultural engine"ring, Purdu" Univer.ity, We.t lafayette, Ind.;

awricUItU,OI "ngin"e" SEA, S"llJville, Md.

ferred to as the slope-practice method. Zingg (64F
published an equation in 1940 relating soil loss
rate to length and percentage of slope. The follow
ing year, Smith (38, 39) added crop and conserva
tion practice factors and the concept of a specific
soil loss limit, to develop a graphical method for

'Numbe" in pa,enth".e. ,efe, to R"f",ence. p. "'S.
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SOIL LOSS TOLERANCES

determining conservation practices on Shelby and
associated soils of the Midwest. Browning and as
sociates (6) added soil and management factors
and prepared a set of tables to simplify field use
of the equation in 10WCJ. Research scientists and
operations personnel of the Soil Conservation Ser
vice (SCS) in the North Central States worked to
gether in developing t e slope-practice equation
for use throughout the Corn Belt.

A national committee met in Ohio in 1946 to
adapt the Corn Belt equation to cropland in other
regions. This committee reappraised the Corn Belt
factor values and addc!d a rainfall factor. The
resulting formula, generally known as the Mus
grave Equation (37), hC1s been widely used for
estimating gross erosion from watersheds in flood
abatement programs. A graphical solution of the
equation was published in 1952 (79) and used by
the SCS in the Northeastern States.

The soil loss equation presented in this hand
book has become known as the Universal Soil
Loss Equation (USLE). Regardless of whether the
designation is fully accurate, the name does dis
tinguish this equation from the regionally based
soil loss equations. The liSLE was developed at the
National Runoff and Soil Loss Data Center estab
lished in 1954 by the Science and Education Ad
ministration (formerly Agricultural Research Ser
vice) in cooperation with Purdue University. Fed
eral-State cooperative research projects at 49 10
cations 3 contributed more than 10,000 plot-years of
basic runoff and soil loss data to this center for
summarizing and overall statistical analyses. After
1960, rainfall simulators (23) operating from Indi
ana, Georgia, Minnesota, and Nebraska were used
on field plots in 16 states to fill some of the gaps in
the data needed for factor evaluation.

The term "soil loss tolerance" denotes the maxi
mum level of soil erosion that will permit a high

• The data were contributed by Federal·State cooperative re

.earch projects at the following locations: Batesville, Ark.; Tifton

and Watkinsville, Ga.; Dixon Springs, Joliet, and Urbana, 111.; la

fayette, Ind.; Clarinda, Castana. Beaconsfield. Independence, and

Seymour, lowe; Hays, Kans.; Bate)" Rouge, La.; Presque Isle, Maine;

Benton Harbor and East lan.ing, Mich.; Morris, Minn.; Holly

Spring. and Stat" College. Mi".; Bethany and McCredie, Mo.;

Analyses of this large assembly of basic data
provided several major improvements for the soil
loss equation (53): (a) a rainfall erosion index
evaluated from local rainfall characteristics; (b) a
quantitative soil erodibility factor that is evaluated
directly from soil property data and is independent
of topography and rainfall differences; (c) a
method of evaluating cropping and management
effects in relation to local climatic conditions; and
(d) a method of accounting for effects of interac
tions between crop system, productivity level, till·
age practices, and residue management.

Developments since 1965 have expanded the use
of the soil loss equation by providing techniques
for estimating site values of its factors for addi
tional land uses, climatic conditions, and manage
ment practices. These have included a soil erodi
bility nomograph for farmland and construction
areas (58); topographic factors for irregular slopes
(12, 55); cover factors for range and woodland
(57); cover and management effects of conserva
tion tillage practices (54); erosion prediction on
construction areas (61, 24, 25); estimated erosion
index values for the Western States and Hawaii
(5, 21, 55); soil erodibility factors for benchmark
Hawaii soils (9); and improved design and evalua
tion of ·erosion control support practices (77, 36).

Research is continuing with emphasis on obtain
ing a better understanding of the basic principles
and processes of water erosion and sedimentation
and development of fundamental models capable
of predicting specific-storm soil losses and deposi
tion by overland flow (10, 11, 22, 26, 32). The
fundamental models have been helpful for under
standing the factors in the field soil loss equation
and for interpreting the plot data.

level of crop productivity to be sustained eco
nomically and indefinitely.

Hasting •• Nebr.; Beumerville, Marlboro, and New Ilrunswick, N.J.;

Ithaca, Geneva, and Marcellu., N.Y.; Stat"sville and Raleigh, N.C.;

Co.hocton and Zanesville, Ohio; Cherokee and Guthrie, Okla.;

State College, Po.; CI"mson and Spartanburg, S.c.; Madison,

S.Dak.; Knoxville and Greeneville, Tenn.; Temple and Tyler, Tex.;

Blocksburg, Va.; Pullman, Wash.; laCro"., Madison, and Owen,

Wi•.; and Mayagu.., P,R.
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PREDICTING RAINFALL EROSION LOSSE5-A GUIDE TO CONSERVATION PLANNING 3

The major purpose of the soil loss equation is to
guide methodical decisionmaking in conservation
planning· on a site basis. The equation enables
the planner to predict the average rate of soil
erosion for each of various alternative combina
tions of crop system, management techniques, and
control practices on any particular site. When these
predicted losses can be compared with a soil loss
tolerance for that site, they provide specific guide
lines for effecting erosion control within the spec
ified limits. Any cropping and management com
bination for which the predicted erosion rate is less
than the tolerance may be expected to provide
satisfactory erosion control. From the satisfactory
alternatives indicated by this procedure, the one
best suited to a particular farm or other enter
prise may then be selected.

Soil loss tolerances ranging from 5 to 2 t/A/year
for the soils of the United States were derived by
soil scientists, agronomists, geologists, soil con
servationists, and Federal and State research lead
ers at six regional workshops in 1961 and 1962.
Factors considered in defining these limits included
soil depth, physical properties and other charac
teristics affecting root development, gully preven
tion, on-field sediment. problems, seeding losses,
soil organic matter reduction, and plant nutrient
losses. A deep, medium-textured, moderately per
meable soil that has subsoil characteristics favor
able for plant growth has a greater tolerance than
soils with shallow root zones or high percentages
of shale at the surface. Widespread experience
has shown these soil loss tolerances to be feasible
and generally adequate for sustaining high pro
ductivity levels indefinitely. Some soils with deep

favorable root zones may exceed the 5-t tolerance
without loss of sustained productivity.

Soil loss limits are sometimes established pri
marily for water quality control. The criteria for
defining field soil loss limits for this purpose are
not the same as those for tolerances designed to
preserve cropland productivity. Soil depth is not
relevant for offsite sediment control, and uniform
limits on erosion rates will allow a range in the
quantities of sediment per unit area that are de
livered to a river. Soil material eroded from a field
slope may be deposited in the field boundaries, in
terrace channels, in depressional areas, or on flat
or vegetated areas traversed by the overland flow
before it reaches a river. The erosion damages the
cropland on which it occurs, but sediment de
posited near its place of origin is not directly rele
vant for water quality control.

If the soil loss tolerance designed for sustained
cropland productivity fails to attain the desired
water quality standard, flexible limits that consider
other factors should be developed rather than
uniformly lowering the soil loss tolerance. These
factors include distance of the field from a major
waterway, the sedime'nt transport characteristics
of the intervening area, sediment composition,
needs of the particular body of water being pro
tected, and the probable magnitude of fluctuations
in sediment loads (42). Limits of sediment yield
would provide more uniform water quality con
trol than lowering the limits on soil movement
from field slopes. They would also require fewer
restrictions on crop system selection for fields from
which only small percentages of the eroded soil
become off-farm sediment.

SOIL LOSS EQUAliON

The erosion rate at a given site is determined
by' the particular way in which the levels on nu
merous physical and management variables are
combined at that site. Physical measurements of
soil loss for each of the large number of possible
combinations in which the levels of these variable
factors can occur under field conditions would not
be feasible. Soil loss equations were developed to
enable conservation planners to project limited
erosion data to the many localities and conditions
that have not been directly represented in the re

search.

The USLE is on erosion model designed to pre
dict the longtime overage soil losses in runoff
from specific field areas in specified cropping and
management systems. Widespread field use has
substantiated its usefulness and validity for this
purpose. It is also applicable for such nonagricul
tural conditions as construction sites.

With appropriate selection of its factor values,
the equation will compute the average soil loss for
a multicrop system, for a particular crop year in a
rotation, or for a particular cropstage period within

a crop year. It computes the soil loss for a given



_~ . . ........,...............,.".......· ..s__...'Jidi· "j .,.,,:,.,

4 UNITED STATES DEPARTMENT OF AGRICULTURE, AGRICULTURE HANDBOOK NUMBER 537

site os the product of six moior foctors whose most

likely values at a particular location can be ex
pressed numerically. Erosion variables reflected by
these factors vary considerably about their means
from storm to storm, but effects of the random
fluctuations tend to average out over extended
periods. Because of the unpredictable short-time
fluctuations in the levels of influential variables,
however, present soil loss equations are substan
tially less accurate for prediction of specific events
than for prediction of longtime averages.

The soil loss equation is

The soil loss equation and factor evaluation

charts were initially developed in terms of the
English units commonly used in the United States.
The factor definitions are interdependent, and di
rect conversion of acres, tons, inches, and feet to
metric units would not produce the kind of integers
that would be desirable for an expression of the
equation in .. hat system. Therefore, only the English
units are used in the initial presentation of the
equation and factor evaluation materials, and
their counterparts in metric units are given in the
Appendix under Conversion to Metric System.

A=RKLSCP
where

(1 )

A is the computed soil loss per unit area, express
ed in the units selected for K and for the peri
od selected for R. In practice, these are usu
ally so selected that they compute A in tons
per acre per yecH, but other units can be

selected.

R, the rainfall and runoff factor, is the number of
rainfall erosion i dex units, plus 0 factor for
runoff from snowmelt or applied water where
such runoff is significant.

K, the soil erodibility factor, is the soil loss rate
per erosion index unit for a specified soil as
measured on a unit plot, which is defined as
a 72.6-ft length of uniform 9-percent slope
continuously in cIE!an-tilled fallow.

L, the slope-length factor, is the ratio of soil loss
from the field slope length to that from a 72.6
ft length under identical conditions.

S, the slope-steepness factor, is the ratio of soil
loss from the field slope gradient to that from
a 9-percent slope· under otherwise identical
cond itions.

C, the cover and management factor, is the ratio
of soil loss from eln area with specified cover
and management to that from an identical
area in tilled continuous fallow.

P, the support practiCE? factor, is the ratio of soil
loss with a suppc)rt practice like contouring,
stripcropping, or terracing to that with
straight-row farming up and down the slope.

Numerical values for each of the six factors
were derived from analyses of the assembled re
search data and from Notional Weather Service
precipitation records. For most conditions in the
United States, the approximate values of the fac
tors for any particular site may be obtained from
charts and tables in this handbook. Localities or
countries where the rainfall characteristics, soil
types, topographic features, or form practices are
substantially beyond the range of present U.S.
data will find these charts and tables incomplete
and perhaps inaccurate for their conditions. How
ever, they will provide guidelines that can reduce
the amount of local research needed to develop
comparable charts and tables for their conditions.

The subsection on Predicting Cropland Soil Loss
es, page 40 illustrates how to select factor values
from the tables and charts. Readers who have hod
no experience with the soil loss equation may wish
to reod that section first. After they have referred
to the tables and figures and located the values
used in the sample, they may move readily to the
intervening detailed discussions of the equation's
factors.

The soil loss prediction procedure is more valu
able as a guide for selection of practices if tne user
nos a general knowledge of the principles and
factor interrelations on which the equation is
based. Therefore, the significance of each factor is
discussed before presenting the reference table or
chart from which local values may be obtained.
Limitations of the data available for evaluation of
some of the factors are olso pointed out.

~.
I
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RAINFALL AND RUNOFF FACTOR (R)
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Rills and sediment deposits observed after an

unusually intense storm have sometimes led to the

conclusion that the significant erosion is associated

with only a few storms, or that it is solely a func

tion of peak intensities. However, more than 30
years of measurements in many States have shown

that this is not the case (57). The data show that

a rainfall factor used to estimate average annual

soil loss must include the cumulative effects of the

many moderate-sized storms, as well as the effects

of the occasional severe ones.

The numerical value used for R in the soil loss

equation must quantify the raindrop impact effect

and must also provide relative information on the

amount and rate of runoff likely to be associated

with the rain. The rainfall erosion index derived

by Wisch meier (49) appears to meet these require

ments better than any other af the many rainfall

parameters and groups of parameters tested

against the assembled plot data. The local value

of this index generally equals R for the soil loss

equation and may be obtained directly from the

map in figure 1. However, the index does not in

clude the erosive forces of runoff from thaw, snow

melt, or irrigation. A procedure for evaluating R
for locations where this type af runoff is significant

will be given under the topic R Values for Thuw

and Snowmelt.

Rainfall Erosion Index
is in hundreds of foot-tons per acre and bo is in

inches per hour (in/h). EI is an abbreviation for

energy-times-intensity, and the term should not be

considered simply an energy parameter. The data

show that rainfall energy, itself,.is not a good in

dicator of erosive potential. The storm energy in

dicates the volume of rainfall and runoff, but a

long, slow rain may have the same E value as a

shorter rain at much higher intensity. Raindrop

erosion increases with intensity. The ho component

indicates the prolonged-peak rates of detachment

and runoff. The product term, EI, is a statistical

interaction term that reflects how total energy and

peak inensity are combined in each particular

storm. Technically, it indicates how particle detach·

ment is combined with transport capacity.

The energy of a rainstorm is a function of the

amount of rain and of all the storm's component

intensities. Median raindrop size increases with

rain intensity (62), and terminal velocities of free

falling waterdrops increase with increased drop

size (13). Since the energy of a given mass in mo

tion is proportional to velocity-squared, rainfall

energy is directly related to rain intensity. The

relationship is expressed by the equation,

.e

The research data indicate that when factors

other than rainfall are held constant, storm soil

losses from cultivated fields are directly propor

tional to a rainstorm parameter identified as the

EI (defined below) (49). The relation of soil loss to

this parameter is linear, and its individual storm

values are directly additive. The sum of the storm

EI values for a given period is a numerical mea

sure of the erosive potential of the rainfall within

that period. The average annual total of the storm

EI values in a particular locality is the rainfall ero

sion index for that locality. Because of apparent

cyclical patterns in rainfall data (33), the published

rainfall erosion index values were based on "22

year station rainfall records.

Rain showers of less than one-half inch and

separated from other rain periods by more than

6 hours were omitted from the erosion index

computations, unless as much as 0.25 in of rain fell

in 15 min. Exploratory analyses showed that the EI

values for such rains are usually too small for

practical significance and that, collectively, they

have little effect on monthly percantages of the

annual EI. The cost of abstracting and analyzing

4,000 location-years of rainfall-intensity data was

greatly reduced by adopting the 0.5-in threshold

value.
E = 916 + 331 loglo I, (2)

EI Parameter

By definition, the value of EI for a given rain

storm equals the product, total storm energy (E)

times the maximum 3D-min intensity (hal. where E

where E is kinetic energy in foot-tons per acre

inch and I is intensity in inches per hour (62). A

limit of 3 in/h is imposed on I by the finding that.

median dropsize does not continue to increase

when intensities exceed 3 in/h (7, 15). The energy
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of a rainstorm is computed from recording-rain
gage data. The storm is divided into successive in
crements of essentially uniform intensity, and a
rainfall en£!rgy-intensity table derived from the
above formula (app., table 19) is used to compute
the energy for each increment. (Because the energy
equation and energy-intensity table have been
frequently published with energy expressed in
foot-tons per acre-inch, this unit was retained in
table 19. However, for computation of EI values,
storm energy is expressed in hundreds of foot-tons
per acre. Therefore, energies computed by the pub
lished formula or table 19 must be divided by 100

before multiplying by lao to compute EI.)

Isoerodent Maps

local values of the rainfall erosion index may
be taken directly from the isoerodent maps, figures
1 and 2. The plotted lines on the maps are called
isoerodents because they connect points of equal
rainfall erosivity. Erosion index values for locations
between the lines are obtained by linear interpo
lation.

The isoero,dent map in the original version of
this handbook (64) was developed from 22-year sta
tion rainfall ecords by computing the EI value for
each storm· that met the previously defined thresh
old criteria. Isoerodents were then located between
these point values with the help of published rain
fall intensity-frequency data (47) and topographic
maps. The 11 Western States were omitted from
the initial map because the rainfall patterns in
this mountainous region are sporadic and not
enough long-term, recording-rain gage records
were available to establish paths of equal erosion
index values.

The isoeroclent map was extended to the Pacific
Coast in 1976 by .use of on estimating procedure.
Results of investigations at the Runoff and Soil Loss
Data Center at Purdue University showed that the
known erosion index values in the Western Plains
and North Cl!ntral States could be approximated
with reasonable accuracy by the quantity 27.38
pU7, where P is the 2-year, 6-h rainfall amount
(55). This relationship was used with National
Weather Service isopluvial maps to approximate
erosion index values for the Western States. The
resulting isoerodents are compatible with the few
point values that had been established within the
11 Western States and can provide helpful guides

for conservation planning on a site basis. h
ever, they are less precise than those computed
for the 37-State area, where more data were avail
able and rainfall patterns are less eratic. Also,
linear interpolations between the lines will not
always be accurate in mountain regions because
values of the erosion index may change rather
abruptly with elevation changes. The point values
that were computed directly from long-term "ta
tion rainfall records in the Western States are in
cluded in table 7, as reference points.

Figure 2 was developed by computing the ero
sion index for first-order weather stations in Hawaii
and deriving the relation of these values to Na
tional Weather Service intensity-frequency data for
the five major islands. When the present short
term, rainfall-intensity records have been suffi
ciently lengthened, more point values of the index
should be computed by the standard procedure.

Figure 1 shows that local, average-annual val
ues of the erosion index in the 48 conterminous
States range from less than 50 to more than 500.
The erosion index measures the combined effect of
rainfall and its associated runoff. If the soil and
topography were exactly the same everywhe
average annual soil losses from plots maintaintt
in continuous fallow would differ in direct propor
tion to the erosion index values. However, this po
tential difference is partially offset by differences
in soil, topography, vegetative cover, and residues.
On fertile soils in the high rainfall areas of the
Southern States, good vegetal cover protects the
soil surface throughout most of the year and
heavy plant residues may provide excellent cover
also during the dormant season. In the regions
where the erosion index is extremely low, rainfall
is seldom adequate for establishing annual mead
ows and the cover provided by other crops is often
for relatively short periods. Hence, serious soil
erosion hazards exist in semiarid regions as well
as in humid.

Frequency Distribution

The isoerodent mops present 22-year-average
annual values of EI for the delineated areas. How
ever, both the annual and the maximum-storm val
ues at a particular location vary from year to year.
Analysis of 181 station rainfall records showed
that they tend to follow log-normal frequency dis
tributions that are usually well defined by cantin

,.
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ous records of from 20 to 25 years (49). Tables of

specific probabilities of annual and maximum-

storm EI values at the 181 locations are presented

in the appendix (tables 17 and 18).

R Values for Thaw and Snowmelt
The standard rainfall erosion index estimates

the erosive forces of the rainfall and its directly
associated runoff. In the Pacific Northwest, as much
as 90 percent of the erosion on the steeply rolling
wheatland has been estimated to derive from run
off associated with surface thaws and snowmelt.
This type of erosion is not accounted for by the
rainfall erosion index but is considered either pre
dominant or appreciable in much of the Northwest
and in portions of the central Western States. A
linear precipitation relationsh ip would not account
for peak losses in early spring because as the win
ter progresses, the soil becomes increasingly more
erodible as the soil moisture profile is being filled,

the surface structure is being broken down by
repeated freezing and thawing, and puddling
and surface sealing are taking place. Additional
research of the erosion processes and means of
control under these conditions is urgently needed.

In the meantime, the early spring erosion by
runoff from snowmelt, thaw, or light rain on fro
zen soil may be included in the soil loss computa·
tions by adding a subfactor, R., to the location's
erosion index to obtain R. Investigations of limited

data indicated that an estimate of R. may be ob·
tained by taking 1.5 times the local December
through-March precipitation, measured as inches
of water. For example, a location in the North·
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SOIL ERODIBILITY FACTOR (K)

of Factor K

e that has an erosion index of 20 (fig. 1)
and averages 12 in of precipitation between De
cember 1 and March 31 would have an estimated
average annual R of 1.5(12) + 20, or 38.

This type of runoff may also be a significant

The meaning of the term "soil erodibility" is
distinctly different from that of the term "soil ero
sion." The rate of soil erosion, A, in the soil loss
equation, may be influenced more by land slope,
rainstorm characteristics, cover, and management
than by inherent properties of the soil. However,
some soils erode more readily than others even

when all other factors are the same. This differ
ence, caused_ by properties of the soil itself, is re
ferred to as the soil erodibility. Several early at
tempts were made to determine criteria for scien
tific classifications of soils according to erodibility
(6, 18, 28, 35), but classifications used for erosion
prediction were only relative rankings.

Differences in the natural susceptibilities of soils

_ Definition

w'e soil erodibility factor, K, in the USLE is a
quantitative value experimentally determined. For
a particular soil, it is the rate of soil loss per ero
sion index unit as measured on a "unit" plot, which
has been arbitrarily defined as follows:

A unit plot is 72.6 ft long, with a uniform length
wise slope of 9 percent, in continuous fallow, tilled
up Ilnd down the slope. Continuous follow, for this
purpose, is land that has been tilled and kept free
of vegetation for more than 2 years. During the
period of soil loss measurements, the plot is plowed
and placed in conventional corn seedbed condition
each spring and is tilled as needed to prevent
vegetative growth and severe surface crusting.
When all of these conditions are met, L, S, C, and
P each equal 1.0, and K equals AIEl.

The 72.6 ft length and 9 percent steepness were
selected as base values for L, S, and K because
they are the predominant slope length and about
the average gradient on which past erosion mea-

Values of K for
Representative values of K for most of the soil

types and texture classes can be obtained from

es prepared by soil scientists using the latest

factor in the northern tier of Central and Eastern
States. Where experience indicates this to be the
case, it should be included in R and also in the
erosion index distribution curves as illustrated on
page 27.

to erosion are difficult to quantify from field ob
servations. Even a soil with a relatively low erodi
bility factor may show signs of serious erosion
when it occurs on long or steep slopes or in lo
calities with numerous high-intensity rainstorms.
A soil with a high natural erodibility factor, on the
other hand, may show little evidence of actual ero

sion under gentle rainfall when it occurs on short

and gentle slopes, or when the best possible man
agement is practiced. The effects of rainfall differ
ences, slope, cover, and management are ac
counted for in the prediction equation by the sym
bols R, L, S, C, and P. Therefore, the soil erodibility
factor, K, must be evaluated independently of the
effects of the other factors.

surements in the United States had been made.
The designated management provides a condition
that nearly eliminates effects of cover, manage
ment, and land use residual and that can be dupli
cated on any cropland.

Direct measurements of K on well-replicated,
unit plots as described reflect the combined effects
of all the soil properties that significantly influence
the ease with which a particular soil is eroded by
rainfall and runoff if not protected. However, K is
an average value for a given soil, and direct mea
surement of the factor requires soil lass measure
ments for a representative range of storm sizes
and antecedent soil conditions. (See Individual
Storm Soil Losses under APPLYING THE SOIL LOSS
EQUATION.) To evaluate K for soils that do not
usually occur on a 9-percent slope, soil loss data
from plots that meet all the other specified condi·
tions are adjusted to this base by S.

Specific Soils
available research information. These tables are
available from the Regional Technical Service Cen
ters or State offices of SCS. Values for the exact

I
I
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TABLE

Soil

Dunki,k •

Keene .ilt

Shelby 10

Lodi 100

Fayette .'
Cecil .on

Marshall

Ida .ilt I
Mon.ic ell

HOgersto~'
Au.tin eI
Mexico si

Honeoye,

Cecil sane

Ontario Ie

Cecil c10 yl
Bo....ell fi,

I

Cecil lonl

Zonei. fin

Tifton 100

Freehold I

Both flog!

stones

Albio gro

1 Evoluo

from rowel

soil con
by use
in the n

Usua
decreas
correspc
the cla~

ranked

Orde,

Ulti.ol.

O.i,ol.

O.i.oll

Verti.ol.

Atidi.oll

Incepti.ol.

Inceptilols

Incepti.ols

. Inceptisol.

Incepti.ol.

SOURCE
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TABLE 1,-Computed K values for soils on erosion

research stations

soil conditions at a sped IC site can be computed
by use of the soil erodibility nomograph presented
in the next subsection.

Usually a soil type becomes less erodible with
decrease in silt fraction, regardless of whether the
torresponding increase is in the sand fraction or
the clay fraction. Overall, organic matter content
ranked next to particle-si2:e distribution as an indi-

Dunkirk .ilt loam "'"" , ... , Geneva, N.Y, '0.69

Keene .ilt loam ,., .. Zane.ville, Ohio .48

Shelby loom ., , ....•........ 8ethany, Mo. .41

lodi loam 8lacksburg, Va. .39

Faye"e silt loam , laCros.e, Wi.. '.38

Cecil .andy cloy loom , Watkin.ville, Ga. .36

Marshall .ilt loam Clarinda, Iowa .33

Ida silt loam .. . Castana, Iowa .33

Man.ic cloy loam , .. Hay., Kan., .32

Hagerstown silty clay loam .. , ... State College, Po. '.31

Austin clay ., , ,.". Temple, Tex. .29

Mexico silt loam ...• , McCredie, Mo. .28

Honeoye .ilt loam ,,' Marcellus, N.Y. '.28

Cecil .andy loam , " .. , Clemson, S.c. '.28

Ontario loam .. ,., ,'.' Geneva, N.Y, '.27

<;:ecil clay loam Watkin.ville, Ga. .26

Bo.well find .andy loam ' Tyler, Tex. .25

Cecil sandy loam •............. Watkin.ville, Ga. .23

Zanei. fine sandy loom , Guthrie, Oklo, .22

Tifton loamy .and , Tifton, Ga. .10

f""ehold loamy sand Marlboro, N.J. .08
Bath flaggy silt loam with .urface Arnot, N.Y. '.05

stone. > 2 inches removed .

Albia gravelly loam Beemerville, N.J. .03

1 Evaluated from continuous fallow. All others were computed

from rowcrop data.

Soil Source of data Computed J(

cator of erodibility. However, a soil's erodibility
is a function of complex interactions of a substan
tial number of its physical and chemical properties
and often varies within a standard texture class.

Values of K determined for 23 major soils on
which erosion plot studies under natural rain were
conducted since 1930 are listed in table 1. Seven
of these values are from continuous fallow. The
others are from row crops averaging 20 plot-years
of record and grown in systems for which the
cropping effect had been measured in other stud
ies. Other soils on which valuable erosion studies
have been conducted' were not included in the
table because of uncertainties involved in adjust
ments of the data for effects of cropping and man
agement.

Direct measurement of the erodibility factor is
both costly and time consuming and has been
feasible only for a few major soil types. To achieve
a better understanding of how and to what ex
tent each of various properties of a soil affects its
erodibility, an interregional study was initiated
in 1961. The study included the use of field-plot
rainfall simulators in at least a dozen States to ob
tain comparative data on numerous soils, labora
tory determinations of physical and chemical prop
erties, and operation of additiona I fallow plots
under natural rain. Several empirical erodibility
equations were reported (3, 60). A soil erodibility
nomograph for farmland and construction sites
(58) provided a more generally applicable work
ing tool. Approximate K values for 10 benchmark
soils in Hawaii are listed in table 2.

• See footnote 3, p. 2.

TABLE 2.-Approximate values of the soil erodibility foetor, K, for 10 benchmark soils in Hawaii

Order Suborder Great graup Subgroup Family Seri.s It

Ulti.ol. Humult. Trapohumults Humoxic Tropohumult. Clayey, kaolinitic, i.ohyperthermic Waikane 0.10

Oxisols Torrox Torrox Typic Tonox Clayey, kaolinitic, i.ohyperthermic Molokai .24
Oxi.ol. U.tox Eutru.tox Tropeptic Eutru.tox Clayey, kaolinitic, i.ohyperthermic Wahiawa .17
Vertisol. U.lerts Chromu.terts Typic Chromu.terts Very fine, montmorillonitic, i.ohyperthermic lualualei .28

Kawaihae .32

Aridi.ol. Orthid. Camborthid. U.tollic Comborthids Medial, i.ohyperthermic (Extremely .tany phase)

Incepti.ols Andepts Dy.trandepts Hydric Dy.trandepts Thixotropic, isothermic Kukaiau .17
Incepti.ol, Andepts EUlrandepts. Typic Eutrandepts Medial, isohyperthermic Naalehu (Variant) .20

Incepti.ol. Andepts Eutrandepts Entic Eutrandepts Medial, i.ohyperlhermic Pakini .49

Incepli.o," Andepts Hydrandepts Typic Hydrandepts Thixotropic, i.ohyperthermic Hila .10

Incepti.ols Tropepts U.tropepts Vertic U.tropepts Very ftne, kaolinitic, isohyperthermic Waipahu .20

SOURCE: EI.Swaify and Dangler (9).
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Confidence Limits

In tests against measured K values ranging from
0.03 to 0.69, 65 percent of the nomograph solutions
differed from the measured K values by less than

0.02, ond 95 percent of them by less than 0.04.

Limited data available in 1971 for mechanically

exposed Bond C subsoil _horizons indicated about

comparable accuracy for these conditions. How

ever, more recent data taken on desurfoced high

clay subsoils showed the nomograph solution to

lack the desired sensitivity to differences in erodj

bilities of these soil horizons. For such soils the

content of free iron and aluminum oxides ranks

next to particle-size distribution as an indicator of

erodibility (37). Some high.clay soils form what

has been called irreversible aggregates on the

surface when tilled. These behave like larger pri.

mary particles.

Nomograph
left and proceed to points representing the soil's
percent sand (0.10-2.0 mm), percent organic mol
ter, structure code, and permeability class as il
lustrated by the dotted line on the nomograph.
The horizontal and vertical moves must be mode
in the listed sequence. Use linear interpolations
between plotted lines. The structure code and per
meability classes are defined on the nomograph

for reference.
Many agricultural soils have both fine granular

topsoil and moderate permeability. For these soils,
K may be read from the scale labeled "flrst apt
proximation of K," and the second block of the
graph is not needed. For all other soils, however,
the procedure must be completed to the soil erodi
bility scale in the second half of the graph.

The mechanical analysis, organic matter, and
structure data are those for the topsoil. For evalua
tion of K for desurfaced subsoil horizons, they per
tain to the upper 6 in of the new soil profile. The
permeability closs is the profile permeability.
Coarse fragments are excluded when determining
percentages of sand, silt, and cloy. If substantial,
they may have a permanent mulch effect which
can be evaluated from the upper curve of the
chart on mulch and canopy effects (p. 19, fig. 6)
and applied to the number obtained from the
nomograph solution.

10 UNITED STATES DEPARTMENT OF AGRICULTURE, AGRICULTURE HANDBOOK NUMBER 537

e Soil Erodibility
The soil loss data show that very fine sand (0.05

0.10 mm) is comparable in erodibility to silt-sized
particles and that mechanical-analysis data are
much more valuable when expressed by on inter
action term thaI describes the proportions in which
the sand, -silt, and cloy fractions are combined in
the soil. When mechanical analysis data based on
the standard USDA classification are used for the
nomograph in figure 3, the percentage of very fine
sand (0.1-0.05 mm) must first be transferred from
the sand fraction to the silt fraction. The mechani
cal analysis data are then effectively described by
a particle-size parameter M, which equals percent
silt (0.1-0.002 mm) times the quantity 100-minus
percent-cloy. Where the silt fraction does not ex
ceed 70 percent, erodibility varies approximately
as the 1.14 power of this parameter, but prediction
accuracy is improved by adding information on
organic matter content, soil structure, and profile
permeability closs.

For soils containing less than 70 percent silt and
very fine sand, the nomograph (fig. 3) solves the
equation:e K = 2.1 M'·" (10·') (12 - a) + 3.25 (b - 2) + 2.5 (c - 3) (3)

where
M = the particle-size parameter defined above,
a = percent organic matter,
b = the soil-structure code used in soil classifica-

tion, and
c = the profile-permeability class.

The intersection of the selected percent-silt and per
cent-sand lines computes the value of M on the
unidentified horizontal scale of the nomograph.
(Percent clay enters into the computation as 100
minus the percentages of sand and silt.)

The data indicate a c.hange in the relation of
M to erodibility when the silt and very fine sand
fraction exceeds about 70 percent. This change was
empirically reflected by inflections in the percent·
sand curves at that point but has not been de
scribed by a numerical equation.

Readers who would like more detail regarding
the data and relationships underlying the nomo·
graph equation may obtain this from journal artie
c1es (58, 60).

Nomograph SolutioneWith appropriate data, enter the scale at the
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TOPOGRAPHIC FACTOR (LS)

Both the length and the steepness of the land
slope substantially affect the rate of soil erosion by
water. The two effects have been evaluated sep·
arately in research and are repr'esented in the soil

loss equation by Land S, respectively. In field
applications, however, considering the two as a
single topographic factor, LS, is more convenient.

Slope-Effect Chart
LS is the expected ratio of soil loss per unit area

from a field slope to that from a 72.6·ft length of
uniform 9-percent slope under otherwise identical
conditions. This ratio for specified combinations of
field slope length and uniform gradient moy be
obtained directly from the slope·effect chart (fig.
4). Enter on the horizontal axis with the field slope
length, move vertically to the appropriate percent
slope curve, and read LS on the scale at the left.
For example, the LS factor for a 300-ft length of
10spercent slope is 2.4. Those who prefer a table
may use table 3 and interpolate between listed
values.

To compute soil loss from slopes that are aps
preciably convex, concave, or complex, the chart
LS values need to be adjusted as indicated in the

_section LS Values for Irregular Slopes. Figure 4
and table 3 assume slopes that have essentially
uniform gradient. The chart and table were de
rived by the equation

lS = (h/72.6)m (65.41 lin' 6 + 4.56 lin 6 + 0.065) (4)

where ), = slope length in feet;

6 = angle of slope; and
m = 0.5 if the percent slope is 5 or more, 0.4 on
slopes of 3.5 to 4.5 percent, 0.3 on slopes of 1 to
3 percent, and 0.2 on uniform gradients of less

than 1 percent.

The basis for this equation is give~ in the sub
section discussing the individual effects of slope
length and steepness. However, the relationships
expressed by the equation were derived from data
obtained on cropland, under natural rainfall, on
slopes ranging from 3 to 18 percent in steepness
and about 30 to 300 ft in length. How far beyond
these ranges in slope characteristics the relation
ships derived from the data continue to be accu
rate has not been determined by direct ~oil loss
measurements.

The Palouse Region of the Northwest represents

(/)1
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TABLE 3.-Values of the topographic factor, LS, for specific combinations of slope length
and steepness'

Slope length (feet) -
Percent

slope 25 50 75 100 150 200 300 400 SOO 600 800 1.000

0.2 0.060 0.069 0.075 0.080 0.086 0.092 0.099 0.105 0.110 0.114 0.121 0.126

0.5 .073 .083 .090 .096 .104 .110 .119 .126 .132 .137 .1~5 .152
0.8 .086 .098 .107 .113 .123 .130 .141 .149 .156 .162 .171 .179

2 .133 .163 .185 .201 ·.227 .248 .280 .305 .326 .344 .376 0402

3 .190 .233 .264 .287 .325 .354 .400 .437 .466 .492 .536 .573
4 .230 .303 .357 0400 .471 .528 .621 .697 .762 .820 .920 1.01

5 .268 .379 .464 .536 .656 .758. .928 1.07 1.20 1.31 1.52 1.69

6 .336 .476 .583 .673 .82~ .952 1.17 1.35 1.50 1.65 1.90 2.13

8 .496 .701 .859 .992 1.21 1.41 1.72 1.98 2.22 2.43 2.81 3.14

10 .685 .968 1.19 1.37 1.68 1.94 2.37 2.74 3.06 3.36 3.87 4.33

12 .903 1.28 1.56 1.80 2.21 2.55 3.13 3.61 4.04 4.42 5.11 5.71
14 1.15 1.62 1.99 2.30 2.81 3.25 3.98 4.59 5.13 5.62 6.49 7.26
16 1.42 2.01 2.46 2.84 3.48 4.01 4.92 5.68 6.35 6.95 !l.03 8.98

18 1.72 2043 2.97 3043 4.21 3.86 5.95 6.87 7.68 8.41 9.71 10.9

20 2.04 2.88 3.53 4.08 5.00 5.77 7.07 8.16 9.12 10.0 11.5 12.9

I lS = (h/72.6)m (65.41 sin' (j + 4.56 lin 6 + 0.065) where h = slope length in feet; m = 0.2 for

gradients < 1 percent, 0.3 for 1 to 3 percent slopes, 0.4 for 3.5 to 4.5 percent slopes, 0.5 for 5 percent

slopes and steeper; and 0 = angle of slope. (For other combinations of length and gradient, interpolate

between adjacent values or see fig. 4.) r

r
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vestigations designed to develop a more accurate
LS equation for this region are underway at Pull
man, Wash. (21). In the meantime, the researchers
are temporarily recommending using a modified
equation which computes LS values that are close
to those that would be calculated by the equation
given above if sinJ.O 0 were substituted for sin" 0
and the length-exponent, m, were assumed to
equal 0.3. Intuitively, these changes seem reason
able for the conditions under which about 90 per·
cent of the erosion in this region occurs.

______________ • __ T.! • __
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a different situation, The rainfall erosion index is
~uite low because most of the rain comes as small

drops and at low intensities. But many of the crop
land slapes are long or steep, and substantial ero
sion occurs because of runoff from snowmelt or
light rains over saturated soil surfaces. Limited
erosion data from this region, mostly observa
tional, strongly indicate that for this type of runoff
(not accompanied by raindrop impact) the effects
of percent and length of slope are of lower magni.
tude than indicated by the humid region data. In-

Slope-length Effect
Slope length is defined as the distance from the served in some of the data (63), the higher values

point of origin of overland flow to the point where appear to have been related to soil, crop, and

either the slope gradient decreases enough that management variables rather than to greater slope
deposition begins, or the runoff water enters a steepness. However, basic modeling work has sug,
well-defined channel that may be part of a drain· gested that m may appreciably exceed 0.5 on
age network or a constructed channel (40). A steep slopes that are highly susceptible to rilling,
change in land cover or a substantial change in like some construction slopes (10). Additional ret
gradient along a slope does not begin a new slope search data are greatly needed to quantify the
length for purposes of soil loss estimation. significant interaction effects so that specific site

The effect of slope length on annual runoff per values of m can be more precisely computed. Sub·
unit area of cropland may generally be assumed dividing erosion between interrill (or sheet) erosion

•

egligible. In some of the studies runoff per unit and rill erosion, being done in recent mod-eling
rea was slightly lower on the longer slopes duro work (10, 11, 22), promises to be quite helpful for

ing the growing season and slightly higher during solving this problem.
the dormant season, but the differences were rela- Some observations have indicated that the val-
tively small and neither of the relationships was ues of the length exponent that were derived from
consistent (52). the plot data may overestimate soil loss when ap·

However, the soil loss per unit area generally plied to lengths in the range of a quarter of a mile
increases substantially as slope length increases. or more. This is logical because slopes of such
The greater accumulation of runoff on the longer lengths would rarely have a constant gradient
slopes increases its detachment and transport co- along their entire length, and the slope irregu·
pacities. larities would affect the amount of soil movement

The plot data showed average soil loss per unit to the foot of the slope. By the definition of slope
area to be proportional to a power of slope length. length quoted earlier, such slopes would usually
Because L is the rqtio of field soil loss to the cor· consist of several lengths, between points where
responding loss from 72.6:ft slope length, its value deposition occurs.
may be expressed as L = (j./72.6)m, where j. is the Slope length is difficult to determine for long
field slope length in feet, and m assumes approxi- slopes with an overage gradient of less than 1
mately the values given in the LS equation in the percent, unless they are precisely formed with a
preceding section. These are overage values of m land leveler. On flat slopes, reflecting both the
and are subject to some variability caused by erosion and the deposition accurately by a length
interaction effects which are not now quantita· foetor may not be possible. However, on a nearly
tively predictable. zero-percent slope, increased length would have

The existing field plot data do not establish a minor effect on runoff velocity, and the greater
general value greater than 0.5 for m on slopes depths of accumulated runoff water would cushion
steeper than 10 percent, as was suggested in 1965 the raindrop impact. An exponent of 0.2 for gradi·.4). Although apparent values up to 0.9 were ob· ents of less than 1 percent is compatible with the
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scarce data available far such slopes and was used
to derive figure 4 and table 3.

TABLE A.-Estimated relative soil losses from successive
equal-length segments of a uniform slope 1

Four segments would produce 12, 23, 30, and 35
percent, .respectively. Segment No.1 is always at
the top of the slope.

m .... l
N .

where i = segment .equence number; m = .Iope.length exponent

(O.S for slope. ~ S percent, 0.4 for 4 percent slopes. ond 0.3 for

3 percent or less); and N = number of equal-length segments into

which the slope was divided.

I Derived by the formulo:

4 ........

fraction of soil loss

m =0..5 m = O.~ m = 0.3

0.35 0.38 0.41

.65 .62 .59

.19 .22 .24

.35 .35 .35

.46 .43 .41

.12 .14 .17

.23 .24 .24

.30 .29 .28

.35 .33 .31

.09 .11 .12

.16 .17 .18

.21 .21 .21

.25 .24 .23

.28 .27 .25

m+l m+l
-(j.l)

1

2
1

2
3

1

2

3

4

1

2
3

4

5

Sequence number

of Mgment

Soil lou froction

2

3

5 ........

Number of legmentsDistribution of Length Effect

LS values from figure 4 or table 3 predict the
average erosion over the entire slope. But this ero
sion is not evenly distributed over the entire length.
The rate of soil loss per unit of area increases as
the mth power of the distance from the top of the
slope, where m is the length exponent in the pre
ceding equation.

An equation by Foster and Wisch meier () 2) esti
mates the relative amounts of soi I loss from suc
cessive segments of a slope under conditions
where there is no deposition by overland flow.
When the gradient is essentially uniform and the
segments are of equal length, the procedure can
be shortened (55). Table 4, derived by this pro
cedure, shows the proportionate amounts of soil
detachment from successive equal-length segments
of a uniform slope.

Table 4 is entered with the total number of
equal-length segments, and the fraction of the
soil loss for each segment is read beneath the ap
plicable value of m. For example, three equal
length segments of a uniform 6-percent slope
would be expected to produce 19, 35, and 46 per
cent, respectively, of the loss from the entire slope.

Percent

Runoff from cropland generally increases with
increased slope gradient, but the relationship is
influenced by such factors as type of crop, surface
roughness, and profile saturation. In the natural
rain slope-effect studies, the logarithm of runoff
from row crops was linearly and directly propor
tional to percent slope. With good meadow sad
and with smooth bare surfaces, the relationship
was insignificant. The effect of slope on runoff de
creased in extremely wet periods.

Soil loss increases much more rapidly than run
off as slopes steepen. The slope·steepness factor,
S, in the soil loss equcltion is evaluated by the
equation

S = 65.41 sin' 0 + 4.56 sin fI .... 0.065 (5)

where 6 is the angle of slc,pe.
This equation was used to develop the slope

effect chart. The values reflect the average effect of
slope steepness on soil loss in the plot studies. The
relation of percent slope to soil loss is believed to

Slope
to be influenced by interactions with soil properties
and surface conditions, but the interaction effects
have not been quantified by research data. Neither
are data available to define the limits on the equa
tion's applicability.

This equation can be derived from the formerly
published equation for S. Expressing the factor as
a function of the sine of the angle of slope rather
than the tangent is more accurate because rain
drop-impact forces along the surface and runoff
shear stress are functions of the sine. Substituting
100 sin e for percent slope, which is 100 tan 8, does
not significantly affect the initial statistical deriva
tion or the equation's solutions for slopes of less
than 20 percent. But as slopes become steeper, the
difference between the sine and the tangent be
comes appreciable and projections far beyond the
range of the plot data become more realistic. The
numerator was divided by the constant denomina
tor for simplification.
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LS=3.517

Segment Per~en' slope Table 3 Table 4 Product

1 5 1.07 0.19 0,203

2 10 2.74 .35 .959

3 15 5.12 .46 2.355

the corrresponding factors from table 4 and add
the products to obtain LS for the entire slope. The

following tabulation illustrates the procedure for
a 400-ft convex slope on which the upper third has
a gradient of 5 percent; the middle third, 10 per·
cent; and the lower third, 15 percent:

Far the concave slope of the same length, with
the segment gradients in reverse order, the values

in the third column would be listed in reverse or·

der. The products would then be 0.973, 0.959, and
0.492, giving a sum of 2.42 for LS.

Research has not defined just how much gradi·
ent change is needed under various conditions for

deposition of soil particles of various sizes to be·
gin, but depositional areas can be determined by

observation. When the slope breaks are sharp
enough to cause deposition, the procedure can be
used to estimate LS for slope segments above and

below the depositional area. However, it will not
predict the' total sediment moved from such an

interrupted slope because it does not predict the

amount of deposition.

Slopes

Cover Along the Slope
Within limits, the procedure can be further ex·

tended to account for changes in cover along the
slope length by adding a column of segment C
values. However, it is not applicable for situations
where a practice change along the slope causes

deposition. For example, a grass buffer strip across
the foot of a slope on which substantial erosion is

occurring induces deposition. The amount of this
deposition is a function of transport relationships
(10) and cannot be predicted by the USLE.

Segment No. Table 3 Table 4 K Produ~t

1 1.07 0,19 0.27 0.055
2 2.74 .35 .32 .307
3 5.12 .46 .37 .871

KlS = 1.233

Changes in Soil Type or
The procedure for irregular slopes can include

evaluation of changes in s.oil type within a slope
length (55). The products of values selected from

table 3 or figure 4 and table 4 to evaluate LS for

irregular slopes are multiplied by the respective
values of K before summing. To illustrate, assume

the K values for the soils in the three segments
of the convex slope in the preceding example were

0.27, 0.32, and 0.37, respectively. The average KLS
for the slope would be obtained as follows:
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e Irregular
Soil loss is also affected by the shape of a slope.

Many field slopes either steepen toward the lower

end (convex slope) or flatten toward the lower end
(concave slope). Use of the average gradient to
enter figure 4 or table 3 would underestimate soil
movement to the foot of a convex slope and would
overestimate it for concave slopes. Irregular slopes

can usually be divided into segments that have
nearly uniform gradient, but the segments cannot

be evaluated as independent slopes when runoff

flows from one segment to the next.
However, where two simplifying assumptions

can be accepted. lS for irregular slopes can be
routinely derived by combining selected values

from the slope·effect chart and table 4 (55). The

assumptions are that (1) the changes in gradient
are not sufficient to cause upslope deposition, and
(2) the irregular slope can be divided into a small

number of equal.length segments in such a man·
ner that the gradient within each segment for

practical purposes can be considered uniform.
After dividing the convex, concave, or complex

1
'0 e into equal-length segments as defined ear·

the procedure is as follows: list the segment

gradients in the order in which they occur on the
slope, beginning at the upper end. Enter the slope·

effect chart with the total slope length and read lS
for each of the listed gradients. Multiply these by
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Equation for Soil Detachment on
This procedure is founded on an equation (12)

that can be applied also when the slope segments
are not of equal length. Concepts underlying this
equation include the following:

Sediment load at a location on a slope is can·
trolled either by the transport capacity of the run·
off and rainfall or y the amount of detached
soil material available for transport. When the
amount of detached material exceeds the transport
capacity, deposition occurs and the sediment load
is determined primarily by the transport capacity
of the runoff at that location. Where upslope de·

Successive Segments of a Slope
tachment has not equaled the transport capacity,
sediment load at a given location is a function of
erosion characteristics of the upslope area and can
be computed by the USLE. Soil loss from a given
segment of the slope can then be computed as the
difference between the sediment loads at the lower
and upper ends of the segment.

Foster and Wisch meier (12) present a procedure
for using this equation to evaluate LS for irregular
slopes and to account for the effects of the soil or
coverage changes along a slope, so long as the
changes do not cause deposition to occur.

COVER AND MANAGEMENT FACTOR (C)

Definition of Factor C

i
I
I
I
I.

I

Cover and management effects cannot be inde

pendently evaluated because their combined effect

is influenced by many significant interrelations.

Almost any crop can be grown continuously, or it

can be grown in rotations. Crop sequence influ·

ences the length of 'time between successive crop

canopies, and it also influences the benefits ob·

tained from residual effects of crops and manage

ment .. The erosion control effectiveness of meadow

sad turned under before a row crop depends on

the type and quality of the meadow and on the

length of time elapsed since the sad was turned

under. Seedbeds can be clean tilled, or they can be

protected by prior crop residues. They can be left

rough, with much available capacity for surface

storage and reduction of runoff velocity, or they

can be smoothed by secondary tillage.

Factor C in the soil loss equation is the ratio of
soil loss from land cropped under specified con
ditions to the corresponding loss from clean-tilled,
continuous fallow. This factor measures the com
bined effect of all the interrelated cover and man
agement variables.

The loss that would occur on a particular field
if it were continuously in fallow condition is com
puted by the product of RKLS in the soil loss equa
tion. Actual loss from the cropped field is usually
much less than this amount. Just how much less
depends on the particular combination of cover,
crop sequence, and management practices. It ai-

Crop residues can be removed, left on the sur·
face, incorporated near the surface, or plowed
under. When left on the surface, they can be
chopped or dragged down, or they can be allowed
to remain as left by the harvesting operation. The
effectiveness of crop residue management will de
pend on the amount of residue available. This, in
turn, ·depends on the amount and distribution of
rainfall, on the fertility level, and on the manage·
ment decisions made by the farmer.

The canopy protection of crops not only depends
on the type of vegetation, the stand, and the qual
ity of growth, but it also varies greatly in different
months or seasons. Therefore, the overall erosion
reducing effectiveness of a crop depends largely
on how much of the erosive rain occurs during
those periods when the crop and management
p~actices provide the least protection.

so depends on the particular stage of. growth and
development' of the vegetal cover at the time of
the rain. C ac.justs the soil loss estimate to suit
these conditions.

The correspondence of periods of expected
highly erosive rainfall with periods of poor or
good plant cover differs between regions or loca
tions. Therefore, the value of C for a particular
cropping system will not be the same in all parts
of the country. Derivi ng the appropriate C va lues
for a given locality requires knowledge of how the
erosive rainfall in that locality is likely to be dis
tributed through the 12 months of the year and
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eow much erosion control protection the growing
plants, crop residues, and selected management
practices will provide at the time when erosive
rains are most likely to occur. A procedure is pre
sented for deriving local values of C on the basis
of available weather records and research data

that reflect effects of crops and management in
successive segments of a rotation cycle. The crop
ping and weather data needed for this purpose
appear in reference form in the subsections en
titled, Soil Loss Ratios and Erosion Index Distribu
tion Data.

Cropstage
The change in effectiveness of plant cover with

in the crop year is gradual. For practical purposes,
the year is divided into a series of cropstage peri
ods defined so that cover and management effects
may be considered approximately uniform within
each period.

Initially, five periods were used, with the seed
ling and establishment periods defined as the first
and second months after crop seeding (50). Be
cause of the existing ranges in soil fertility, row
spacing, plant population, and general growing
conditions, however, soil loss prediction accuracy
is improved when the cropstage periods are de
fined according to percentage of canopy cover
rather than for uniform time periods. The lengths
of the respective periods will then vary with crop,

elimate, and management and will be determined
by conditions in a particular geographic area.

The soil loss ratios presented in the next subsec-

Periods
tion for computation of C were evaluated for six
cropstage periods defined as follows:
Period F (rough fallow)-Inversion plowing to sec

ondary tillage.
Period SB (seedbed)-Secondary tillage for seedbed

preparation until the crop has developed 10
percent canopy cover.

Period 1 (establishment)-End of S8 until crop has
developed a 50 percent canopy cover. (Ex
ception: period 1 for cotton ends at 35 percent
canopy cover.)

Period 2 (development)-End of period 1 until can
opy cover reaches 75 percent. (60 percent for
cotton.)

Period 3 (maturing crop)-End of period 2 until crop
harvest. This period was evaluated for three
levels of final crop canopy.

Period 4 (residue or stubblel-Harvest to plowing
or new seeding.
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Crop Canopy

leaves and branches that do not directly con
tact the soil have little effect on amount and ve
locity of runoff from prolonged rains, but they re
duce the effective rainfall energy by intercepting
falling raindrops. Waterdrops falling from the
canopy may regain appreciable velocity but usu
ally less than the terminal velocities of free-falling

Quantitative Evaluations of Crop and Management Effects
More than 10,000 plot-years of runoff and soil reductions to be expected from conditions not di-

loss data from natural rain,~ and additional data rectly represented in the overall plot studies.
from a large number of erosion studies under simu- The value of C on a particular field is determined
lated rainfall, were analyzed to obtain empirical by many variables, one of which is weather. Ma-
measurements of the effects of cropping system jor .variables that can be influenced by manage-
and management on soil loss at successive stages ment decisions include crop canopy, residue mulch,
of crop establishment and development. Soil losses incorporated residues, tillage, land use residual,
measured on the cropped plots were compared and their interactions. Each of these effects may be
with corresponding losses from clean-tilled, can- treated as a subfqctor whose numerical value is
tinuous fallow to determine the soil loss reductions the ratio of soil loss with the effect to correspond-
ascribable to effects of the crop system and man- ing loss without it (57). C is the product of all the
agement. The reductions were then analyzed to pertinent subfactors.
identify and evaluate influential subfactors, inter
actions, and correlations. Mathematical relation
ships observed for one crop or geographic region
were tested against data from other research sites
for consistency. Those found compatible with all
the relevant data were used to compute soil loss

e ·S•• footnote 3, p. 2.
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FIGURE 5.-lnfluence of vegetCltive conopy on effective EI value•.

Canopy factor i. a subfactor of C.
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raindrops. The amount by which energy expended
at the soil surface is reduced depends on the
height and density of the canopy. The subfactor
for canopy effect can be estimated for specified
conditions by reference to figure 5.

ing stage. Figure 7 applies to small grain, soy
beans, potatoes, and the establishment period for
toller row crops. Enter either figure 6 or 7 along
the horizontal scale, move vertically to the appro-

Residue Mulch

I
I
I
I
I

.. It.

I
of

{

Residue mulches an stems from close-growing
vegetation are more efl:ective than equivalent per
centages of canopy cover. Mulches intercept falling
raindrops 50 near the surface that the drops regain
no fall velocity, and they also obstruct runoff flow
and thereby reduce its velocity and transport ca
pacity. Measurements of the effectiveness af sev
eral types and rates of mulch have been published
(1, 2, 20, 27, 43). Ave age subfactors for specific
percentages of surface cover by plant materials at
the soil surface are given by the upper curve of
figure 6. Guides for estimating percent cover are
given in the appendix.

If the cover includes both canopy and mulch,
the two are not fully ndditive; the impact energy
of drops striking the mulch is dissipated at that
point regardless of whether canopy interception
has reduced its velocil·y. The expected effects of
mulch and canopy combinations have been com
puted and are given i figures 6 and 7. Figure 6
applies to corn, sorghum, and cotton in the matur-

20 40 60
,. COVER BY MULCH

FIGURE 7.-Combined mulch and canopy effect. when average fall

di.tance of drops from canopy to the ground i. about 20 inches

(0.5 m).
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ing them or removing them from the land. After
several years of turning the crop residues under
with a moldboard plow before row crop seeding
in plot studies under natural rainfall, both runoff
and soil loss from the row crops were much less
than from similar plots from which cornstalks and
grain straw were removed at harvesttimes (52, 54,
59).

Short periods of rough fallow in a rotation will
usua lIy lose much less soil than the basic, clean
tilled, continuous fallow conditions for which C =
1. This is largely because of residual effects and
is also partly because of the roughness and dodd i
ness.

The most pronounced residual effect is that from
long-term sod or forest. The effect of a grass-and
legume rotation meadow turned ··under. diminishes
gradually over about 2 years. In general, the ero
sion-reducing effectiveness of sad residual (from
grass or grass-and-Iegume meadows) in the plot
studies was directly proportional to hay yields. Site
values of the subfactor for sad residuals in rota
tions can be obtained from soil loss ratio table 5-0.
The effectiveness of virgin sad and of long periods
of alfalfa in which grass became well established
was longer lasting. Mixtures of grasses and legumes
were more effective than legumes alone.

Residual effectiveness of winter cover crops
plowed under in spring depends largely on the
type and quality of the crop and its development
stage at the time it is plowed under. The effective
ness of grass-and-Iegume catch crops turned under
in spring was less and of shorter duration than
that of full-year rotation meadows. Covers such
as vetch and ryegrass seeded between corn or
cotton rows before harvest and turned under in
April were effective in reducing erosion during the
winter and showed some residual effect in the fol
lowing seedbed and establishment periods. Small
grain seeded alone in corn or cotton residues
showed no residual effect under the next crop.
Small grain or vetch on fall-plowed seedbed and
turned at spring planting time lost more soil than
adjacent plots with undisturbed cotton residues on
the surface.

system, management, and rainfall pattern. To de
rive site values of C, soil loss ratios for the indi-

Factor C is usually given in terms of its average
annual value for a particular combination of crop

e

_riate percent-canopy curve, and read at the left
the soil loss ratio from cover effect. This ratio is a
subfactor that may be combined with other perti
nent subfactors to account for the cropstage soil
loss of table 5 or to estimate others.

Incorporated Residues

The plot data indicate that, at least during the
seedbed and establishment periods, the erosion
reducing effectivensss of residues mixed into the
upper few inches of soil by shallow tillage is ap
preciably greater than the residual effect of long
term annual incorporation with a moldboard plow.
However, the incorporated residues are less effec
tive than if left on the surface.

Tillage

The type, frequency, and timing of tillage opera
tions influence porosity, roughness, cloddiness,
compaction, and microtopography. These, in turn,
affect water intake, surface storage, runoff ve
locity, and soil detachability, all of which are fac

tors in potential erosion. These effects are highly
correlated with cropland residual effects.

A land Use Residuals

., These include effects of plant roots; long-term
residue incorporation by plowing; changes in soil
structure, detachability, density, organic matter
content, and biological activity; and probably
other factors. The residual effects are most appar
ent during seedbed and establishment periods.

Some residual effect will be apparent on nearly
any cropland, but the magnitude of its erosion
reducing effectiveness will differ substantially with
crops and practices. Tillage and land use residuals
are influenced by so many factor interrelations
that development of charts like those for canopy
and mulch has not been feasible. However, ap
parent values of these subfactors for some situa
tions were derived from the data and used for ex-.
pansion of the soil loss ratio table to include con
ditions somewhat different from those directly rep
resented in the plot studies.

Plowing residues down is far less effective than
leaving them on the surface but better than burn-
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vidual cropstage periods must be combined with

erosion-index distribution data, as demonstrated la
ter. Ratios of soil losses in each cropstage period of
specified cropping an management systems to
corresponding losses from the basic long-term fal
low condition were derived from analysis of about

a quarter million plot soil loss observations. The
ratios are given in table 5 as percentages.

The observed soil loss ratios for given conditions
often varied substantia lIy from year to year be
cause of influences of unpredictable random vari
ables and experimental error. The percentages
listed in table 5 are the best available averages
for the specified conditions. To make the table in
clusive enough for general field use, expected ra

tios had to be computed for cover, residue, and
management combinations that were not directly
represented in the plot data. This was done by
using empirical relatianships of soil losses to the
subfactors and interactions discussed in the pre
ceding subsection. The user should recognize that
the tabulated percentoges are subject to appre
ciable experimental errar and could be improved
through additional research. However, because of
the large volume of data considered in develop
inQ the table, the listed values should be near
enough to the true averages to provide highly
valuable planning an monitoring guidelines. A
ratio derived locally from l-year rainfall simulator
tests an a few plots would not necessarily repre
sent the true average -for that locality more accu
rately. Small samples ore more subject to bias by
random variables and experimental error than
larger samples.

Table f{)r Cropland

Table 5, with its supplements 5A, B, C, and D,
replaces .tables 2, 3, and 4 in the 1965 edition.
The supplements had to be separated from the
main table to accommodate changes in format
requirements. The ratios are expressed as per
centages in the tables to eliminate decimal points.

More than half the lines in table 5 are for can-

ditions associated with conservation tillage prac
tices (65). which were not included in the 1965

edition. Also, it provides a direct means of credit
ing effects of faster and more complete canopy
development by improved fertility, closer row spac
ing, and greater plant population. Because the ta

ble includes several times as many specific condi
tions as the table in the 1965 edition and defines
applicable field conditions more accurately, some
simplicity has been sacrificed. However, it is not
intended for direct use by each field technician or
farmer.

Table 5 as presented here is designed to provide
the details needed by a trained agronomist to de
velop simple handbook tables of C values for con
ditions in specific climatic areas. It is designed for
use of the revised definitions of cropstage periods
given in the preceding section. The agronomist will
first determine, for the particular climatic area, the
number of weeks normally required for the crop
canopies to attain 10, 50, and 75 percent surface
cover, respectively. The table will then be used
as illustrated in the next major section. Linear in
terpolation between ratios listed in the table is
recommended where appropriate.

Semiarid Regions

Water erosion is a serious problem also in sub
humid and semiarid regions. Inadequate moisture
and periodic droughts reduce the periods when
growing plants provide good soil cover and limit
the quantities of plant· residue produced. Erosive
rainstorms are not uncommon, arid they are usu
ally concentrated within the season when crop
land is least protected. Because of the difficulty of
establishing rotation meadows and the competition
for available soil moisture, sod-based rotations are
often impractical. One of the most important op
portunities for a higher level of soil and moisture
conservation is through proper management of
available residues. The effects of mulch-tillage
practices in these areas can be evaluated from
lines 129 to 158 of table 5 and item 12 of 5-B.

Erosion Index Distribution Data
The rainfall factor, R, in the soil loss equation

does not completely escribe the effects of local
differences in rainfall pattern on soil erosion. The
erosion control effectiveness of a cropping system

on a particular field depends, in part, on how the
year's erosive rainfall is distributed among the
six cropstage periods of each crop included in the
system. Therefore, expected monthly distribution
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- --- ~-f~~"'r----'-~'--' _. --~~_ ... --. --... -_.,_.__..-.-..,....~ ~_.- -_._~_.





I Symbols: B, soybeans; C, corn; conv till, plow, disk and harrow lor seedbed; col, cation;

F, rough follow; fld cult, field cultivator; G, small groin; GS, groin sorghum; M, gross and

legume meadow, at least 1 lull year; pi, plant; Rdl, crop residues lelt on field; RdR, crop

residues removed; 58, seedbed period; sprg, spring; TP, plowed with moldboard; WC,

winter cover CfOP; -, insignificant or an unlikply combination of variables.

'Dry weight per acre after winter loss and reductions by grazing or partial removal:

4,500 Ibs represents 100 to 125 bu corn; 3,400 Ibs, 75 to 99 bu; 2,600 Ibs, 60 to 74 bu;

and 2,000 Ibs, 40 to 59 bu; with normal 30-percent winter loss. For RdR or loll.plow

practices, Ihese lour productivity levels are indicated by HP, GP, FP and lP, respectively

(high, good, lair, and low product,ivity). In lines 79 to 102, Ihis column indicates dry

weight 01 the winter-cover crop.

, Percentage 01 soil surface covered by plant residue mulch after crop seeding. The

difference between spring residue and Ihat on the surloce after crop seeding i, reflected

in Ihe ,oil loss ratios as residues mixed with the topsoil.

o The soil loss ratios, given as percentages, assume thaI the indicated crop sequence

and practices ore followed consistently. One-year deviations from normal practices do not

have the effect 01 a permanent change. linear interpolation between lines is recommended

when justified by field conditions.

, Cropstoge periods are as defined on p. 18. The three columns lor cropstoge 3 or~ for

80,90, and 96 to 100 percenl canopy cover at molurity.

'Column 4l is lor all re,idues left on field. Corn slalks partially standing as left by

'ome mechanical pickers. If stalks are ,hredded and spread by picker, selecl ratio Irom

table 5·C. When residue, are reduced by grazing, toke ratio' Irom lower ,pring-residue

line.

I Period 4 values in line, 9 to 12 are lor corn ,tubble (,tover removed).

t-..)

""e

Footnotes lor table 5.

e e

'Inversion plowed, no secondary lilloge. For this practice, residues musl be left and

incorporated.

"Soil surface and chopped residues 01 matured preceding crop undisturbed excepl in

narrow slots in which seed, are planted.

III Top of old row ridge sliced off. throwing residues and some soil into furrow areas.

Reridging assumed to occur near end 01 cropstage 1.

II WhE're lower soil loss ratio!. ore listed for rows on the contour, this reduction is in

addition to Ihe standard field contouring credit. The P value lor contouring is used with

these reduced loss ratios.

"Field.overoge percent cover; probably about Ihree-Iourths 01 percent cover on un

disturbed strips.

"If again seeded to WC crop in corn stubble, evaluate winter period as a winter

groin seeding (lines 132 to 148). Otherwise, see table 5·C.

"Selecl the appropriate line for Ihe crop, tillage, and productivity level and multiply

the listed soil loss ratios by sad residual loctors Irom table 5-0.

l:'i Spring residue may include carryover from prior corn crop.

'" See table 5-C.

"Use values Irom lines 33 to 62 with appropriate dotes and lengths of cropstoge

periods lor beans in the locality.

I< Values in lines 109 to 122 are best available estimates, but planting dates and

lengths 01 crops loge, may differ.

"When meadow is seeded with the groin, its effecI will be reflected through higher

percentage, 01 cover in cropstoges 3 and 4.

"Ratio depends on percent cover. See table 5-C.

" Set! item 12, table 5-8.
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TABLE 5-A.-Approximate soil loss ratios for coffon

Expected final canopy percent cove:
Estimated initial percent cover from defoliation +

stalks down:
Practice
Number Tillage operotion(s)

65

30

80 95

45 60

So i I loss rat io 1

of erosive rainfall 01 a particular location is an

element in deriving the applicable value of cover
and management, C.

Central and Eastern States

COTTON ANNUAllY:
1 .... None:

Defoliation to Dec. 31 36
Jon. 1 to Feb. or Mar. tillage:

Col Rd only 52
Rd & 20 percent cover vol 'leg:: 32
Rd & 30 percent cover vol 'leg 26

2 Chisel plow soon olter cof harvest:
Chiseling to Dec. 31 40
Jon. 1 '0 sprg 'illage 56

3 .... Fol/ di,k alter chile':
Disking to Dec. 31 53
Jon. 1 to sprg tilloge 62

~ ... .Chisel plow Feb·Mar, no prior tilloge:
Cot Rd only 50
Rd & 20 percent vol veg 39
Rd & 30 percent vol veg 34

5. _.Bed ("hip") Feb-Mar, no prior tiJlape:
Cot Rd only 100
Rd & 20 percent vol veg 78
Rd & 30 percent vol v"g 68

Split ridges & plant ofter hip, or
Di,k & plant after chi..1 (5S):

Cot Rd only 61
Rd & 20 percent vol veg 53
Rd & 30 percent vol v.eg 50

Crop,toge 1:
Cot Rd only 57
Rd & 20 percent yol veg 49
Rd & 30 percent vol yeg 46

Cropstage 2 45
Cropsloge 3 40

6. Sed (hip) alter 7 prior til/age:
Cot Rd only 110
Rd & 20 percent yeg 94
Rd & 30 percent veg 90

Split ridges alter hip (58):
Cat Rd only 66
Rd & 20 to 30 percent Y09 61

Cropstoge 1:
Cot Rd only 60
Rd & 20 to 30 percent yog 56

Cropstogo 2 47
Cropstoge 3 42

7 .. _. Hip after 2 prior tillages:
Cot Rd only 116
Rd & 20-30 percent yeg 108

Split ridges after hip (!;8) 67
8.. .Hip alter 3 or more tillages: 120

. Split ridges alter hip (58) 68
9 ...Conventional moldhoard plow and disk:

Follow period 42
Seedbed period 68
Cropstoge 1 63
Cropstage 2 49
Cropstogo 3 44
Cropstage .c (See pract'ices 1, 2, and 3)

Percent

24 15

41 32
26 20
20 14

31 24
47 40

45 37
54 47

42 35
33 28
29 25

84 70
66 56
58 50

54 47
"7 41
« 38

50 43
43 38
41 36
39 34
27 17

96 84
82 72
78 68

61 52
55 49

56 49
51 46
44 38
30 19

lOB 98
98 88
62 57

110 102
64 59

39 36
64 59
59 55
46 43
32 22

A location's erosion index is computed by sum
ming EI values of individual rainstorms over peri
ods from 20 to 25 years. Thus, the expected month
ly distribution of the erosion index can be com
puted from the same data. For each rainfall record
abstracted for development of the isoerodent map,
the monthly EI values were computed and ex
pressed as percentages of the location's average
annual erosion index. When the monthly percen
tages are plotted cumulatively against time, they
define EI distribution curves such as illustrated in
figure 8 for three locations. The three contrasting
curves are presented to demonstrate how drasti·
cally the normal EI distribution can differ among

climatic regions.
On the basis of observed seasonal distributions

of El, the 37 States east of the Rocky Mountains
were divided into the 33 geographic areas delin
eated in figure 9. The changes in distribution are

.usually gradual transitions from one area to the
next, but the average distribution within anyone
of the areas may, for practical purposes, be con
sidered applicable for the entire area. The EI dis
tributions in the 33 areas, expressed as cumula
tive percentages of annual totals, are given in
table 6. The area numbers in the table correspond
to those in figure 9. The data in the table were

I Alt.rnat. procedure lor estimating the Jail lou ratios:
The ratios given above for cotton ore based on estimates for reo

ductions in percent cover through normal winter loss and by the succes
siv. tillage operations. Research is underway in Mississippi '0 obtain
more accurate residue do to in relation to tillage proctices. This research
should provide more accurate soil loss ratios for cotton within a few
years.

Where the- reductions in percent COver by winter loss and tillage
operations are small, the following procedure may be used '0 compute
soil loss ratios for the pre plant and seedbed periods: Enter figure 6 with
the percentage of the field surface covered by residue mulch, move
vertically to the upper curve, and read the mulch factor on the Ica!e
at 'he left. Multiply this facto, by a factor select.d from the following
tabulation to credit for effects of land·use residual, surface roughness
and porosity.

COTTON AFTER SOD CROP:
For the f"st or second crop after 0 gross or grass-and-legume

meadow has been turnplowed, multiply values given in the lost five
lines above by sod residual factor!. from table 5·0.

COTTON AFTER SOY8EANS:
Select values from above and multiply by 1.25.

See footnotes at right.

Product i vitty No Rough Smoothed
level tillage surface surface

High 0.66 0.50 0.56
Medium .71 .54 .61
Poor .75 .58 .65

Values for the bedded period on "lopes of less than 1 percent should
be estimated at twice the value computed above for rough surfaces.

-: Rd, crop residue; vol 'leg, volvnteer vegetation.
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Corn or Sorghum Soybeons

Mulch Tilled Tilled No-till in Grair;
co..... r1 leedb.d' No·till seedbed' corn rd' Stubbl/

20 ~B 34 60 42 ~B

30 37 26 ~6 32 37
40 30 21 38 26 30
50 22 15 28 19 22
60 17 12 21 16 17

per· 70 12 B 15 10 12
BO 7 5 9 6 7
90 4 3 4 '
95 3 2 3

TABLE 5-D.-Factors to credit residual effects of tumel

sodl

i
TABLE 5-C.-50il loss ratios (percent) for cropstage I

when stalks are chopped and distributed without s~

tillage
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FIGURE 9.-K.

Foctor for cropstage period:
Hay yield ---------------

SB and 1 2 4
Crap

Tons
first year ofter mead:

Row crop or groin 3-5 0.25 0.40 0.~5 0.50 0.6

2·3 .30 .~5 .50 .55 .6

1-2 .35 .50 .55 .60 .7

Second yeor ofter mead:
Raw crop 3.5 .70 .BO .B5 .90 .9

2·3 .75 .B5 .90 .95 1•

1·2 .80 .90 .95 1.0 1.
Spring groin 3-5 .75 .BO .B5 .9

2-3 .BO .B5 .90 1.
1-2 .85 .90 .95 1.

Winter groin ........ 3-5 .60 .70 .85 .9

2·3 .65 .75 .90 1,

1-2 .70 .B5 .95 1:

1 Port of 0 field surface directly covered by pieces of residue muld
:.' This column applies for all systems other than no-till.
:1 Cover after bean harvest may include an appreciable number (

sfolks corrie-d over from the prior corn crop.

.j For grain with meadow seeding, include meadow growth in percel

cover and limit grain period ~ to 2 mo. Th.reafter, e1assify 05 estal
li,hed meadow.

abstracted from the published EI distributio
curves.

The percentage of the annual erosion index thc
is to be expected within each cropstage periol
may be obtained by reading from the appropriat
line of table 6, the values for the last and fir!
date of the period, and subtracting. Interpolat

] Th.se factors ore to be multiplied by the appropriate soil loss per
centoges selected from table 5. They are directly applicable for lod
forming meadows of at leost 1 full year duration, plowed not marl
tnan 1 month before final ,.edbed preparation.

When sod i. fall plowed for ,pring planting, the li,ted value. for 01
cropstage periods ore increased by adding 0.02 for each additiona
month by which the plowing precedes spring seedbed preparation. Fe
example, September plowing would pr.cede May dil.ing by B month
and 0.02(8-1). or 0.14, would be added to each value in the table. fe>
nonsod·forming meadows, lik. awe.telaver or lesped.zo, multiply thl
facton by 1.2. When the comput.d value is great.r than 1.0, use os 1.0

Percent cover Initial residue (Ib,/"')

by mulch >~,OOO 3,000 2,000 1,500

90 ~

80 8 '8
70 12 13 '1~

60 16 17 'lB '19
50 20 22 24 '25
40 25 27 30 32
30 29 33 37 39
20 35 39 ~ ~

10 ~7 55 63 68

WINTER COVER SEEDING IN ROW CROP STUBBLE OR RESIDUES:
Define cropstoge periods based on the cover se.ding date and apply

values from lines 129 to 145.

1 For groin residue only.

COTTON:
5.. table 5-....

CROPST...GE 4 fOR ROWCROPS:
Stalks broken and partially standing: Use col. oCt.
Stal'. standing otter hand pic.ing: Cal. ~l time. 1.15.
Stalk••hredded without ,ail tillage: See table 5·C.
fall chisel: Select ....alues from lines 33-62 1 aeedbed column.

CROPST...GE ~ fOR SM...ll GR...IN:
5.. table 5·C.

DOUBLE CROPPING:
Oerive annual C value by selecting from table .5 the soil Ion

centages for the successive cropstoge periods of each crop.

EST...BlISHED ME"'DOW. fUll·YE...R PERCENT...GES,
Grass and legume mix, 3 to 5 t hay O.~

Do. 2 to 3 t hay .6
Do. 1 t hay 1.0

S.riceo, oft.r I.tand year 1.0
Red clover 1.5
Alfalfa, lespedezo, and ,.condoyear leri,ea 2.0
Sweetclover 2.5

ME"'DOW SEEDING WITHOUT NURSE CROP:
D.termine appropriate lengths of cropstoge periods 58, 1, and 2 and

apply value, given for small grain seeding.

PE... NUTS:
Comporiaon with soybeans is suggest.d.

PINE...PPlES:
Direct dato not available. Tentati .... e ....alues derived analytically are

a ....ailabl. from the SCS in Hawaii or the West.rn Technical Ser
vtee C.nt.r at Portland, Oreg. (Ref.rence 5).

SORGHUM:
Select ....alues giv.n for corn, on the basis of expected crop residues

and canopy cov.r.
SUG... RBEETS:

_ Direct data nat available. Probably moot nearly comparable to po·
tatoes, without the ridging cr.dit.

SUG... RC...NE:
T.ntative ....alu.s available from sourc.s given for pineappl.s.

SUMMER f ... llOW IN lOW·RAINF...ll "'RE"'S, USE GR... IN OR ROW
CROP RESIDUES:

Th. approximate soil loss percentage ofter each succ.ssive tillage
operation may be obtained from the following tabulation by esti
mating the percent surface COver after that tillage and selecting
the column for the appropriate amount of initial residue. The
given values credit benefits of the residue mulch, residues mixed
with soil by tillage, and the crop Iystem residual.

erABLE 5-B.-50il loss ratios for conditions not evaluated
in table 5



PREDICTING RAINFALL EROSION lOSSES-A GUIDE TO CONSERVATION PLANNING 27

FIGURE 8.-Typical EI-di.tributian curve. for three rainfall pattern•.

FIGURE 9.-Key mop for selection of applicable EI-di.tribution data

from table 6.

between values in the selected line when the de
sired dates are not listed.

Winter Periods

Site EI values reflect only rain falling at erosive
intensities. Where the winter precipitation cames
as snow or light rain, EI distribution curves may
show insignificant percentages for several winter
months. Yet, snowmelt and low intensity rains on
frozen soil may cause appreciable runoff that is
erosive even though the associated maximum 30

minute rainfall intensity is extremely low or zero.
The section on Isoerodent Maps pointed out that
where this type of runoff is significant its erosive
force must be reflected in an R, value that is added
to the EI value to obtain R. This additional erosive
force must also be reflected in the monthly distribution

of R. Otherwise, poor management during the
winter period will not be reflected in the USlE
estimate of annual soil loss because a zero crop
stage R value would predict zero soil loss regard
less of the relevant soi I loss ratio.

Soil erosion by thaw runoff is most pronounced
in the Northwest, where R. values often exceed the
average annual EI. However, it may also be sig
nificant in other Northern States. Probable amounts
of thaw runoff were not available for inclusion
in the calculations of the EI distributions given in
tables 6 and 7, but the significance and probable
time of occ~rrence of such runoff can be estimated
by local people. The procedure for adjusting table
6 cumulative percentages to include this erosive

potential will be illustrated.

Based on the previously described estimating
procedure, R" values in area No.1, figure 9, ap
pear to equal about 8 percent of the annual EI.
Assuming thot the thaw runoff in that area nor

mally occurs between March 15 and April 15, the

percentage in table 6 for April 1 is increased by 4,

the April 15 and all subsequent readings are in

creased by 8, and all the adjusted readings are

then divided by 1.08. This procedure corrects the

data given in line 1, table 6, for dates April 1 to

September 1 to the following cumulative percen

tages listed in chronological sequence: 5, 9, 10, 13,

18, 29, 41, 53, 66, 79, 91. The other values are

unchanged. Such adjustments in monthly distribu

tion of R where thaw runoff is significant will be

particularly helpful when the USlE is used to esti

mate seasonal distribution of sediment from agri

cu Itura I watersheds.
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Western States, Hawaii, and Puerto Rico

Normal rainfall patterns in these mountainous
States often change abruptly within a short dis
tance. Figure 9 was not extended to include these

States because long-term intensity data were not
available for enough locations to delineate boun
daries of homogeneous a eas. However, EI dis
t~:L..·--:ons indicated by station records that were

abstracted are given in table 7 for reference.
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_E 6.-Percentage of the average annual EI which normally occurs between January J and the indicated dotes. I

Computed for the geographic areas shown in figure 9

Area

No.

Jan.

1 15

feb.

1 15

Mar.

1 15

Apr.

1 15

May

1 15

June

1 15

July

1 15

Aug.

1 15

Sept.

1 15

Oct.

1 15

Nov.

15

Dec.

15

25 .. 0 1

26 0 2
27 0 1

16 0

17 0

18 0

28 0
29 0
30 0

94 97
93 95
96 98

97 98
95 97
97 99

97 99
98 99
97 99

98 99
96 98
93 97

100 100
100 100
99 100

99 100
98 99

100 100

99 99
98 99
94 97

96 98
96 98
99 100

100 100
99 100
99 100

98 99
98 99
97 99

95 97
96 98
95 97

91 94
89 93
98 99

98 99
97 98
96 98

95 97
96 97
93 95

91 93
93 95
90 92

86 90
88 90
92 94

94 95·
91 93
95 96

93 95
95 97
93 95

94 96
89 92
85 89

100 100
99 100
98 99

97 98
95 97
99 99

97 98
92 95
86 90

98 99
96 98
94 96

90 94
87 92
88 95

85 91
86 89
78 82

83 88
79 84
95 97

93 96
91 94
91 94

89 92
92 94
84 89

85 88
89 91
86 88

81 84
84 86
87 90

89 92
87 89
93 94

88 91
89 92
86 90

89 92
80 85
77 81

90 95
85 91
85 91

76 83
74 81
74 81

76 80
77 81
70 74

70 76
68 73
84 91

82 88
80 87
78 85

79 84
82 87
74 79

77 81
80 85
80 83

75 78
74 80
80 84

69 78
81 85
80 89

77 83
74 83
76 82

76 83
68 75
64 71

63 77
67 77
69 78

62 69
65 69
60 67

67 72

68 72

62 66

61 65
57 62
62 74

65 74

63 72

59 69

64 72

65 74
63 68

64 71
63 72

68 75

67 71
60 67
69 75

53 61
67 75
58 69

56 68
54 65
56 66

55 67
52 60
46 55

36 49
43 55
51 61

48 55
54 60
46 53

56 62
61 64
54 58

53 57
46 51
38 50

48 57
39 52
40 49

45 56
41 54
50 58

50 57
44 54
47 58

55 61
45 53
50 59

40 46
47 56
37 46

36 45
31 42
34 45

33 42
31 42
32 38

1123

17 29
23 37

27 38
37 46
29 39

40 49
48 56
43 49

38 47
35 41
15 27

19 33
20 28
22 31

25 34
20 28
34 42

37 43
27 34
33 39

17 24
17 22
21 26

44 49
35 39
38 43

27 33

35 41
27 32

25 29
17 22
19 26

3 6
6 10
6 13

12 18
21 29

6 16

13 25
28 37
30 37

21 29
18 27
5 9

7 12
9 14

11 15

14 18
11 15

19 26

26 31
19 23
26 29

33 38
27 31
28 33

21 24

25 30
18 22

18 21
11 14
10 14

7 12
10 13
15 18

1 2
2 3
2 3

4 7
8 13
1 2

6 8

14 20
17 23

10 15
11 14

2 3

3 5

4 6
6 8

8 10
6 8

10 13

16 21
13 16
19 23

21 27
18 23
20 24

13 17
16 20
10 14

12 15
7 9

6 8

4 5
6 8

11 13

7 10
e 12
5 7

7 9

4 5
4 5

o 0
1 1

1 1

2 3

4 5
6 8

2 3

4 6
I 1

3 4
7 10
9 12

6 8
7 9

1 1

1 2

2 3

3 4

4 6
4 5
6 8

9 12
7 10

13 16

13 17
10 14
12 16

o 0
o 0
o 0

1 1

2 3
o 0

1 2

3 5
4 6

2 4
3 5

o 0

o 1

o 1

1 2

2 3

2 3

2 4

3 6
3 5

6 10

o 1

2 3

2 4

6 9
5 7

6 9

3 5
4 6
2 3

3 5

2 3
2 3

o 0
o 0
o 0

o 0
o 1

o 0

o 1

o 1

o 2

o 1

o 2

o 3

o 3

o 3

o 3

o 0
o 1

o 1

4 ......•...

5

6

7 .

8

9

1 .

2
3

10 ... 0 1
11 .....•.... 0 1
12 0 0

o 0
o 0
o 0

13 .
14
15

19 .
20
21

31 .
32
33

.:::::::::
24 .

I For dole. nol li.ted in the table. interpolate between adjacent value•.

Procedure for Deriving Local C Values

Factor C in the USlE measures the combined must be combined in proportion to the applicable
effect of all the interrelated cover and manage- percentages of EI to derive annual C values.
ment variables and is defined as the ratio of soil To compute the value of C for any particular
loss from land cropped under specified conditions crop and management system on a gi.ven field, one
to the corresponding loss from clean-tilled con- needs first to determine the most likely seeding
tinuous fallow. It is usually expressed as an an- and harvest dates, rate of canopy development,
nual value for a particular cropping and manage- and fmal canopy cover. Also, the system to be
ment system. Soil loss ratios, as used in table 5, evaluated must be carefully defined with regard
express a similar ratio for a short time interval to crop and residue management details. Within
~in which cover and management effects are the broad limits of tables 5 and 6, these tables

Wtively uniform. The cropstage soil loss ratios then supply the research data needed to complete



PREDICTING RAINFAll EROSION LOSSE5-A GUIDE TO CONSERVATION PLANNING

TABLE 7.-Monthly distribution of EI at selected raingage locations

Average percentage of annual EI occurring from 1/1 to:

29

Locotion1 211 3il ... .'1 5/1 611 7/1 9/1 10/1 llil 12/1 12/31

California

Red Bluff (69) 18

San Luis Obispo (51) 19

Colorado

Akron (91) 0

Pueblo (68) 0

Springfield (98) 0

Hawaii

36

39

o
o
o

47

5...

o
o
1

55
63

1

5
4

62

65

18

14

26

6J.

65

33

23

36

65

65

72

40

60

65

65

87

82

9...

67 72 82 100

65 67 83 100

98 99 100 100

8... 100 100 100

96 99 100 100

65 72 87 100

58 62 81 100

71 76 86 100

56 64 80 100

Hilo (770) 9

Honolulu (189) 19

Kahului (107) 14

lihue (385) 19

Montana

Billings (18) 0

Great Foils (17) 1

Miles City (28) 0

New Mexico

Albuquerque (15) 1

Roswell (52) 0

Oregon

Pendleton (6) 8

Portland (43) 15
Puerto Rico

Mayaguez (600) 1

San Juan (345) 5

Washington

Spokane (8) 5

Wyoming

Casper (11) 0

Cheyenne (32) 0

23

33

32

29

o
1

o

1

o

12
27

2

8

9

o
1

34

43

49

36

1

2
o

2

2

15
35

3
11

11

1

2

44

51

62

41

6
6

1

4

7

22
37

6

17

15

6

5

49

54

67

44

22

20
10

10

20

.56

40

15
33

25

32
17

51
55

68

45

49

.56

32

21
34

64

4.5

31
43

56

.55

56

69

48

86
74

65

52

55

67

46

47

53

61

70
73

60

57

70
51

88

93

93

67

71

67

47

63

66

76

90

90

96 100

98 99

98 100

89 98

92 99

74 87

54 65

80 91

75 84

84 90

96 100

97 99

100 100

100 100

100 100

99 100

99 100

96 100

81 100

99 100

93 100

94 100

100 100

100 100

, Numbers in parentheses are the observed average annual EI.

the computation of C. The procedure will be ex
plained by an example that, for illustration pur
poses, was selected to include many changes 'in
field conditions.

Problem. Evaluate C for a 4-year rotation of
wheat-meadow-corn-corn on moderately sloping
land in Central Illinois or Indiana, assuming the
following management details and dates: Wheat
is seeded October 15 ir. a 40-percent cover of
disked corn residue, and a grass and legume
meadow mix is seeded with the wheat. The wheat
would normally develop a 'IO-percent cover by No
vember 1, 50 percent by December 1, 75 percent
by April 15, and nearly 100 percent in the matur·
ing stage. It is harvested .I uly 15, leaving an 80
percent surface cover of straw and small grass.
The sod developed under full year of meadow,
yielding more than 3 t of hay, IS turned under
in April. The field is disked May 5 and is harrowed

and planted to corn May 10. The first-year corn,
harvested October 15, is followed by fall chiseling
about November 15 and spring disking for second
year corn. Residue cover is 50 percent after fall
chiseling and 30 percent after corn planting on
May 10. Fertility, row spacing, and plant popula
tion for both corn years are such that 10, 50, and
75 percent canopy covers will be developed in 20,
40, and 60 days, respectively, from planting, and
final canopy cover is more than 95 percent.

Procedure. Set up a working table similar to
the one illustrated in table 8, obtaining the needed
information as follows:

Column 1. List in chronological sequence all the
land-cover changes that begin new cropstage peri
ods, as previously defined.

Column 2. List the date on which each cropstage
period begins.

Column 3. Select the applicable area number
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TABLE B.-Sample working table for derivation of a rotation C value

(1) (2) (3) (.) (5) (6) (7) (8)
Tobl. 6, Crop.

area stage EI in Soil loss Sad Cropsfoge
Event Oat. 16 period period ratio l Factor C value

PI W' .. 10/15 92 58 0.03 0.27(132) 0.95 0.0077

10 percent c .11/1 95 1 .03 .21 .95 .0060

50 percent c .12/1 98 2 .12 .16 1.0 .0192

75 percent c .4/15 10 3 .46 .03 .0138
Hv w ....... 7/15 56 4 .28 .07(5C) .0196

Meadow ..... 9/15 8. 1.26 .004(5B) 1.0 .0050

TP ........... 4/15 10 F .05 .36(2) .25 .0045

Disk ......... 5/5 15 58 .10 .60 .40 .0240

PI C ...... .5/10

10 percent c . 6 '1 25 1 .13 .52 .40 .0270

50 percent c .6/20 38 2 .14 .41 .45 .0258

75 percent c .7/10 52 3 AO .20 .50 .0400
Hv e ..... 10/15 92 4L .05 .30 .60 .0090

Chisel .. 11/15 97 4c .17 .16(46) .60 .0163

Disk ....•.... 5 '1 14 58 .11 .25(48 & 61) .80 .0220

PI C ....... .5/10

10 percent c .6/1 25 1 .13 .23 .80 .0239

50 percent c .6/20 38 2 .14 .21 .85 .0250

75 percent c .7/10 52 3 .40 .14(48) .90 .0504

Hv C & pi W .10/15 92

Rotation totals 4.0 0.3392

Average annual C value for rotation .085

(9)

Crop
year

0.066

.005

.130

.138

1 Numbers in parentheses are line numbers in table 5.

'Abbreviations: c, canopy cover; C, corn; hv, harvest; pi, plont; TP, moldboard ~Iow;

W, wheat.

from figure 9, ond from the line in table 6 having
the corresponding area number (in this case, 16),
read the cumulative percentage of EI for each date
in column 2. Values for the corn planting dates
were omitted in table 8 because the seedbed peri
ods had begun with the spring diskings. The EI
percentage for May 5 was obtained by interpoiat
ing between readings from May 1 and 15.

Column 4. Identify the cropstage periods.
Column 5. Subtract the number in column 3

from the number in the next lower line. If the
cropstage period includes a year end, subtract
from 100 and add the number in the next lower
line. The differences are percentages and may be
pointed off as hundredths.

Column 6. Obtain from table 5. Enter the table
with crop and management, pounds of spring resi
due or production level, and percent mulch cover
after planting, in that sequence. The data in the
selected line are percentages and are used as
hundredths in the computation of C. For cropstage
3, use the column whose heading corresponds with

_pected final canopy. Far conditions not listed in

the primary table, consult supplements 5-A to D.
Lines used for the examples are given in paren
theses in column 6.

Column 7. From table 5-D.
Column B, The product of' values in columns 5,

6 and 7. The sum of these products is the value of
C for the entire rotation. Because C is usually de
sired as an average annual value, this sum is di
vided by the number of years in the rotation.

Column 9. The subtotals in this column are C
values for the individual crop-years. They also
show the relative contributions of the four crops
to the rotation C value.

Changes in geographic area or in planting dates
would affect the C value by changing columns 3
and 5. Changes in amount or disposition of resi
dues, tillage practices, or canopy development
would change column 6. Thus C can vary substan
tially for a given crop system,

Values of C for one-crop systems are derived
by the same procedure but would require only a
few lines. Also, column 7 is omitted for meadow
less systems,
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TABLE 9.-Mulch factors and length limits for
construction slopes'

1 From Meyer and Parts (24). Developed by on interagency work.

shop group on the basi' of field experience and limited research

data.

'Maximum ,lope length for which the specified mulch rate i,

con'idered effective. When thi. limit i, exceeded, either a higher

application rate or mechanical shortening of the effective ,lope

length i, required.

'When the straw or hay mulch i, not anchored to the soi'

values on moderot. or steep slopes of soil. havi~g K value' gr...

than 0.30 should be taken at doubl. the value' given in thi, tabl•.

(Broadcast seedings of grass after the tests gave
good stands on the plots mulched with 135 or 240
t crushed stone, 70 t road gravel, 12 t wood chips,
or 2.3 t straw. Stands were poor on the no-mulch
and the 15-t rate of crushed stone mulch.)

Table 9 presents approximate C volues for
straw, crushed stone, and woodchip mulches on
construction slopes where no canopy cover exists,
and also shows the maximum slope lengths on
which these values may be assumed applicable.

Soil loss ratios for many conditions on construc-

a 4
soil

lin

ble'

B
7

0
2
7

2
7

\.-
3

ulch. )
r of

rcent

,tob-

'ion

hat
iod
ate
PJrst
late

ned

4

0.60
.65
.70

.95
1.0
1.0
.95
1.0 .
1.0
.95
1.0
1.0

per·
1Od· tmore

" all ,
ional

· for
>nth.
· for
· tn.
, 1.0.

C·Value Tables for Cropland

It will rarely, if ever, be necessary for a field
technician or farmer to compute values of C. Per·
sons experienced in the procedures outlined above
have prepan~d C value tables for specific geo·
graphic area. Such a table will list all the one
crop and m Iticrop systems likely to be found
within the designated area and will list the C
values for each system for each of the combina
tions of mamlgement practices that may be asso
ciated with it. They are usually listed in ascending
or descendin9 order of magnitude of the C values.
The user can then quickly determine all the poten
tial combinations of cropping and management
that have C values smaller than any given thresh·
old value. Persons in need of C values for a par
ticular locality can usually obtain a copy of the
applicable table from the nearest SCS state office.

C V':llues for Construction Areas

Site preparations that remove all vegetation and
also the root zone of the soil not only leave the
surface completely without protection but also re
move the residual effects of prior vegetation. This
condition is comparable to the previously defined
continuous fo Ilow condition, and C = 1. Roots and
residua I effects of prior vegetation, and partial
covers of mulch or vegetation, substantially re
duce soil erosion. These reductions are reflected in
the soil loss prediction by C values of less than 1.0.

Applied mulches immediately restore protective
cover on denuded areas and drastically reduce C
(1, 2, 20, 27, 43). Soil loss ratios for various per·
centages of mulch cover on field slopes are given
by the upper curve of figure 6. Where residual ef
fects are insignificant, these ratios equal C. The
percentage of surface cover provided by a given
rate of unifol'mly spread straw mulch may be esti.
mated from figure 10 (appendix).

Straw or hay mulches applied on steep construc
tion slopes nd not tied to the soil by anchoring
and tacking equipment may be less effective than
equivalent mulch rates on cropland. In Indiana
tests on a 2 percent slope of scalped subsoil, a
2.3-t rate of unanchored straw mulch allowed soil
loss of 12 tlA when 5 in of simulated rain was
applied at 2.5 inlh on a 35-ft plot (61). There was
evidence of erosion from flow beneath the straw.
Mulches of crushed stone at 135 or more tlA, or
wood chips Cit 7 or more tlA, were more effective.

Type of
mulch

None

Straw or hay.

tied down by

anchoring and

tacking

equipment'

00.

Cru.hed stone,

'4 to 117 in

00,

Wood chips

Do.

00.

Mulch Land Foctor Length
Rate Slope e limit2

To~. per ocr. P.rcent F•• t

0 all 1.0

1.0 1..5 0.20 200

1.0 6-10 .20 100

1..5 1-5 .12 300

1..5 6·10 .12 150

2.0 1-5" .06 400
2.0 6-10 .06 2(

2.0 11-15 .07 15"
2.0 16·20 .11 100

2.0 21-25 .14 75

2.0 26-33 .17 50
2.0 34-50 .20 35

135 <16 .05 200
135 16·20 .05 150

135 21-33 .05 100

135 34·50 .05 75
240 <21 .02 300

240 21-33 .02 200
240 34·50 .02 1.50

7 <16- .08 75

7 16-20 .08 50
12 <16 .05 150

12 1,6-~0 .05 100
12 21-33 .C7!i 75

25 <16 .02 200

25 16-20 ,02 150

25 21·33 .02 100

25 34·50 .02 75
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TABLE 1a.-Foetor C for permanent pasture, range, and

idle land'

Type and Pe-ree"t Percent ground cover

height' cover Type' 0 20 40 60 80 95+

No appreciable G 0.45 0,20 0,10 0.042 0.013 0.003

canopy W .45 .24 .15 .091 .043 .011

tended to completely different situations by com
bining subfactors that evaluate three separate and
distinct, but interrelated, zones of influence: (0)

vegetative cover in direct contact with the soil sur
face, (b) canopy cover, and (c) residual and tillage

effects.
Subfactors for various percentages of surface

cover by mulch are given by the upper curve of

• The listed C values assume that the vegetation and mulch are

randomly distributed over the enlire area,

'Canopy height is measured as Ihe overage fall height of water

drops falling from Ihe canopy to the ground. Canopy ellect is in·

versely proportional to drop fall height and is negligible if fall

height exceeds 33 ft.
'Portion of total·area surface that would be hidden from view by

canopy in 0 vertical projection (0 bird/s-eye view).

<4 G: cover at surface is gress, gronlike plants, decoying com

pacted dull, or litter at least 2 in deep.

W: cover at surface is moslly broadledf herbaceous plants (as

weeds wilh little lateral.root network near Ihe surface) or

undecayed residues or both.

rang.
has I
Mojo
orgal
camp
perio
giver
facto
and

TA
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sepal
land
veste
prepc
harvi

In
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or al
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inche
the E
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Whel
spots
tectel
distu

cover
effec1
on tt

Th

scare
area!

figun

sities
subfc

cove'
treeS a:

-;;;j
cover I
woodlc

, Th.

specifi.

tive co

,.

.36 .17 .09 .038 .013 .003

,36 ,20 .13 .083 .041 ,011

.26 .13 ,07 .035 .012 .003

.26 .16 .11 .076 .039 .011

.17 .10 .06 .032 .011 .003

.17 .12 ,09 .068 .038 .011

.40 .18 .09 .040 .013 .003

.40 .22 .14 .087 .042 ,011

.34 .16 ,08 .038 .012 .003

.34 .19 .13 .082 .041 .011

.28 .14 .08 ,036 ,012 .003

,28 ,17 ,12 ,078 .040 .011

.42 .19 .10 .041 .Oi3 .003

.42 .23 .14 .089 .042 ,011

.39 .18 .09 .040 .013 .003

.39 .21 ,14 .087 .042 .011

.36 .17 ,09 .039 .012 .003

.36 .20 .13 ,084 .041 .011

Cover that contacts the soil lurface

G
W

G

W

G
W

G

W

G
W

G

W

G
W

G

W

G

W

25

75

75

75

Vegetative canopy

Tall weeds or

short brush

with overage

drop fall height 50

of 20 in

Appreciable brush 25

or bushes, with

overage drop fall

heig ht of 6 V, ft 50

Trees, bUI no 25

appreciable low

brush. Average

drop fall height 50

of 13 ft

C Values for Pasture, Range, and Idle Land

Factor C for a specific combination of cover
conditions on these types of land may be obtained
from table 10 (57). The cover characteristics that
must be appraised before consulting this table are
defined in the table and its footnotes. Cropstage
periods and EI monthly distribution 'data are gen
erally not necessary where perennial vegetation
has become established and there is no mechanical
disturbance of the soil.

Available soil loss data from undisturbed land
were not sufficient to derive table 10 by direct
comparison of measured soil loss rotes, as was
done for development of table 5. However, analy
ses of the assembled erosion data showed that the

_earch information on values of C can be ex-

.on and developmental areas can be obtained
""om table 5 if good judgment is exercised in com

paring the surface conditions with those of agri
cultural conditions specified in lines of the table,
Time intervals analogous to cropstage periods will
be defined to begin and end with successive con·
struction or management activities that appreciably
change the surface conditions. The procedure is
then similar to that described for cropland.

Establishing vegetation on the denuded areas as
quickly as possible is highly important. A good sod
has a C value of 0.01 or less (table 5-B), but such
a low C value can be obtained quickly only by
laying sod on the area, at a substantial cost. When
grass or smoll groin is started from seed, the

probable soil loss for the period while cover is

developing can be computed by the procedure
outlined for estimating cropstage-period soil losses.
If the seeding is on topsoil, without a mulch, the
soil loss ratios given in line 141 of table 5 are ap
propriate for cropstage C values. If the seeding is
on a desurfaced area, where residual effects of
prior vegetation are no longer significant, the
ratios for periods SB, 1 and 2 are 1.0, 0.75 and

.50, respectively, and line 141 applies for crop

.ge 3, When the seedbed is protected by a mulch,
the pertinent mulch factor from the upper curve
of figure 6 or table 9 is applicable until good
canopy cover is attained, The combined effects of
vegetative mulch and low-growing canopy are
given in figure 7. When grass is established in
small grain, it can usually be evaluated as estab
lished meadow about 2 mo after the grain is cut.
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TABLE 11.-Factor C for undisturbed forest land'

C Values for Woodland

I Wnere elledive litter cover is less tnan 40 percent or canopy

cover is Ie.. tnan 20 percent, ule table 6. Also use table 6 wnere

woodlands are being grazed. nmvested. or burned.

• Tne ranges in listed C values are caused by tne ranges in tne

specifIed forest litter and canapy covers and by variations in effec

tive canopy neights.

figure 6. Subfactors for various heights and den·
sities of canopy cover IJre given in figure 5. The
subfactor for residual effects of p.ermanent pasture,
range, idle land, or grazed or harvested woodland
has been estimated to vary from 0.45 to 0.10 (57).

Maior influences on this subfactor are plant roots,
-organic matter buildup in the topsoil, reduced soil
compaction, and surface stabilization after long
periods without soil disturbance. The C values
given in table 10 were derived by combining sub·
factors for specified combinations of type,height,
and density of canopy cover; type and density of
cover at the soil surface; and probable residual
effects of longtime existence of the specified cover
on the land. They are compatible with the rather
scarce existing soil loss data from undisturbed land
areas.

11. These estimated C values are supported by the

quite limited existing data and also by the sub·
factor-evaluation procedure discussed in the pre·

ceding subsection .
Woodland that is grazed or burned, or has been

recently harvested, does not merit the extremely
low C va)ues of table 11. For these conditions, C
is obtained from table 10. However, the buildup
of organic matter in the topsoil under permanent
woodland conditions is an added factor that
should be accounted for by a reduction in the C
value read from table 10. An earlier publication
(57) recommended a factor of 0.7 for this purpose.

Site preparation treatments for re·establishing
trees on harvested forest land usually alter the
erosion factors substantially. Canopy effect is ini
tially greatly reduced or lost entirely, al}d its res·
toration is gradual. Some of the forest litter is
incorporated in the soil, and it may be entirely
removed from portions of the area. A surface
roughness factor is introduced. Windrowed debris,
if across slope, may function as terraces by reduc
ing effective slope length and inducing deposition
above and in the windrows. The amount of resid·
ual effect retained depends on the amount and
depth of surface scalping. Some of the changes
are analogous to cropland situations. Some of the
relationships available from tables 5 and 10 can
be used to evaluate C for these conditions, but
neither table is directly applicable.

Table 12 presents C values computed for South·
ern Pine Forests that have hod site preparation
treatments after harvesting. This table was jointly
developed (in 1977) by representatives of SEA, SCS,
and Forest Service, using foetor relationships from
tables 5,10, and 11 as basic guides. Its application
on forest lands in other climatic regions may reo
quire some modifications of factor values. Research
designed to refine and improve tables 10, 11, and

12 is underway.
Tree plantings on converted cropland should, in

the initial years. be evaluated similarly to cropland
because the forest residual effect which underlies
tables 10 to 12 will not be applicable. The sub
factor for residual effects may be estimated by
selecting from lines 1 to 16 of table 5 the line that
most nearly describes the condition of the con
verted cropland and assuming a residual subfac·
tor equal to the seedbed-period value given in that
line. If the cropland has most recently been in

factor C'

.0001·.001

.002·.004

.003·.009

100·90

85·75

70-40

Percent of area
covered by dull

at least 2 in deep

100·75

70·45

40·20

Percent of area

covered by canopy of
trees and undergrowth

Three categories of woodland are _considered
separately: (1) undisturbed forest land; (2) wood
land that is grazed, burned, or selectively har
vested; and (3) forest lands which have had site
preparation treatments for re-establishment after
harvest.

In undisturbed forests, infiltration rates and or
ganic matter content of ,the soil are high, and much

or all of the surface is usually covered by a layer
of compacted decaying forest duff or litter several
inches thick. Such layers of duff shield the soil from
the erosive forces of runoff and of drop impact
and are extremely effective against soil erosion.
Where cover by trees and litter is incomplete, the
spots with little or no litter cover are partially pro
tected by undergrowth canopy. Factor C for un
disturbed forest land may be obtained from table

"t

,
,_._----
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SUPPORT PRACTICE FACTOR (P)

TABLE 12.-Factor C for mechanically prepared

woodland sites

meadow, the selected seedbed soil loss ratio is
multiplied by a factor from table 5-D.· If mulch

is applied, a subfactor read from the upper curve

In general, whenever sloping soil is to be culti
vated and exposed to erosive rains, the protec
tion' offered by sod or close-growing crops in the
system needs to be supported by practices that will
slow the runoff water and thus reduce the amount
of soil it can carry. The most important of these
supporting cropland practices are contour tillage,
stripcropping on the contour, and terrace systems.
Stabilized waterways for the disposal of excess
rainfall are a necessary part of each of these
practices.
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'Percentage of lurfoce covered by residue in contact with the

.oil.

'Excellent loil condition-Highly Itable loil aggregate. in top·

soil with fine tree rooh and litter mixed in.

Good-Moderately Itable loil aggregate. in toploil or highly

stable oggregatel in ,ub,oil (top.oil removed during raking), only

trace I of litter mixed in.

Fair--Highly un.table loil aggregate. in toploil or moderately

.toble aggregotel in ,ub.oil. no litter mixed in.

Poor-No toploil. highly erodible loil aggregotel in lub'Oil, no

litter mixed in .

, NC-No live vegetation .

WC-75 percent cover of grass and weed. having on overage

drop fall height of 20 in. For intermediate percent·

ages of cover. interpolate between columns.

'Modify the lilted C value. o. follow. to account for eflects of

.urface roughness and aging:

First year after Ireatment: multiply lilted C value. by 0.40 for

rough ,urface (depression. >6 in); by 0.65 for moderately

rough: and by 0.90 for Imooth (depression. <2 in).

For 1 to .. years after treatment: multiply lilted factors by 0.7.

For ...+ to 8 years: ule table 6.

More than 8 years: ule table 7 .

:. For f".t 3 years: ule C voluel 01 li.ted .

For 3~ to 8 years after treatment: ule toble 6.

More than 8 years after treatment: ule table 7.

of figure 6 is multiplied by the residual subfactor
to obtain C. When canopy develops, a canopy sub
factor from figure 5 is also included.

By definition, factor P in the USLE is the ratio

of soil loss with a specific support practice to the
corresponding loss with up-and-down-slope cul
ture. Improved tillage practices, sod-based roto
tions, fertility treatments, and greater quantities
of crop residues left on the field contribute ma
terially to erosion control and frequently provide
the major control in a farmer's field. However,
these are considered conservation cropping and
management practices, and the benefits derived
from them are included in C.

Poor

NC WC

0.94 0.36

.60 .26

....4 .22

.30 .19

.20 .15

.10 .09

.45 .17

.36 .16

.27 .14

.17 .11

.11 .08

.06 .05

.29 .11

.23 .10

.18 .09

.11 .07

.07 .05

.04 .04

fair

NC WC

0.85 0.32

.54 .24

.40 .20

.27 .17

.18 .14

.09 .08

.31 .12

.26 .11

.21 .11

.15 .09

.10 .08

.05 .04

.20 .08

.17 .08

.14 .07

.10 .06

.07 .05

.03 .03

Good

NC WC

0.72 0.27

.46 .20

.34 .17

.23 .14

.15 .11

.07 .06

.26 .10

.24 .10

.19 .10

.14 .09

.09 .07

.05 .04

.17 .07

.16 .07

.12 .06

.09 .06

.06 .05

.03 .03

Soil condition: and weed cover:l

Excellent

NC WC

0.52 0.20

.33 .15

.24 .12

.17 .11

.11 .08

.05 .04

.25 .10

.23 .10

.19 .10

.14 .09

.08 .06

.04 .04

.16 .07

.15 .07

.12 .06

.09 .06

.06 .05

.03 .03

Mulch
cover 1

P.rcent

Site
preparation

10

20

40

60

80
Drum chopped' None

10

20

...0

60

80

Disked. roked.

or bedded' None

10

20

40

60

80
Burned" None

Contouring
The practice of tillage and planting on the con·

tour, in general, has been effective in reducing
erosion. In limited field studies, the practice pro
vided almost complete protection against erosion
from storms of moderate to low intensity, but it
provided little or no protection against the occa
sional severe storms that caused extensive break-e

overs of the contoured rows. Contouring appears
to be the most effective on slopes in the 3- to 8
percent range. As land slope decreases, it ap
proaches equality with contour row slope, and the
soil loss ratio approaches 1.0. As slope increases,
contour row capacity decreases and the soil loss
ratio again approaches 1.0.

1

3

6
9

13

17

21
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Effectiveness of contouring is also influenced by

the slope length. When rainfall exceeds infiltra
tion and surface detention in large storms, break
overs of contour rows often result in concentrations
of runoff that tend to become progressively greater
with increases in slope length. Therefore, on slopes
exceeding some critical length the amount of soil
moved from a contoured field may approach or
exceed that from a field on which each row carries
its own runoff water down the slope. At what slope
length this could be expected to occur would de
pend to some extent on gradient, soil properties,
management, and storm characteristics.

P Values for Contouring

A joint SEA and SCS workshop group, meeting
at Purdue University in 1956, adopted a series of
contour P values that varied with percent slope.
The P values were based on available data and
field observations supplemented by group judg
ment. Subsequent experience indicated only a few
minor changes. Current recommendations are
given in table 13. They ore overage values for the
factor on the specified slopes. Specific-site values
may vary with soil texture, type of vegetation,
residue management, and rainfall pattern, but data
have not become available to make the deviations
from averages numerically predictable.

Full contouring benefits are obtained only on
fields relatively free from gullies and depressions
other than grassed welterways. Effectiveness of
this practice is reduced if a field contains numer
ous smoll gullies and rills that are not obliterated
by normal tillage operations. In such instances,
land smoothing should be considered before con
touring. Otherwise, a judgment value greater than

shown in table 13 should be used when .computing

the benefits for contouring.

Slope.Length Limits

After the 1956 workshop, the SCS prepared ref
erence tables for use with the Corn Belt slope
practice procedure. They included guides for slape
length limits for effective contouring, bosed largely
on judgment. These limits, as modified with later
data and observations (16, 42), are also given in
table 13. Data to establish the precise limits for
specific conditions are still not available. However,
the P values given in table 13 assume slopes short
enough for full effectiveness of the practice. Their
use for estimating soil loss on unterraced slopes
that are longer than the table limits specified is
specu lative.

Contour Listing

Contour listing, with corn planted in the furrows,
has been more effective than surface planting on
the contour (29). However, the additional effective
ness of the lister ridges applies only from the dote
of listing until the ridges have been largely obliter
ated by two corn cultivations. Therefore, it can be
more easily credited through C than through P. This
is done by a 50-percent reduction in the soil loss
ratios (table 5) that apply to the time interval dur
ing which the ridges are intact. The standard P
value for contouring is applicable in addition to the
C value reduction.

Potato rows on the contour present a compa
rable condition from loy-by time until harvest. How.
ever, this ridging effect has been already credited
in table 5, line 160, and should not be duplicated.

, Limit moy be increased by 25 percent if re.idue cover otter crop

.eedlinlJ' will reIJularly exceed 50 percent.

TABLE 13.-P values Clnd slope-length limits for
con ouring

land .Iope
pereent

1 to 2

3 to 5

6 to 8

9 to 12
13 to 16

17 to 20
21 10 25

P volue

0.6()

.50

.50

.60

.70

.80

.90

Maximum length'

F..I

.00

300

200
120

80

60
50

Controlled.Row Grade Ridge Planting

A method of precise contouring has been de
veloped that provides effective conservation on
farm fields where the land slope is nearly uniform,
either naturally or by land smoothing, and runoff
from outside the field can be diverted. The prac
tice uses ridge planting with undiminished chan
nel capacity to carry water maintained throughout
the year. It is being studied in Texas (36), Arkan
sas, Mississippi (8), and Iowa (30). In Texas, the

channel cross section, with 40-in row spacing, was
nearly 0.5 ft~, and row grades varied from nearly
zero at the upper end to 1 percent at the lower end
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Contour Stripcropping

.f a 1,OOO-ft length, Measured soil loss compared
favorably with that from an adjacent terraced
watershed, Soil loss measurements in Mississippi
and Iowa showed similar effectiveness during the
test periods,

Because each furrow functions as an individual
terrace, P values similar to those for terracing seem
appropriate, Slope-length limits for contouring
would then not apply, but the length limits would
be applicable if the channel capacity were only
sufficient for a 2-year design storm.

Stripcropping, a practice in V\fhich contoured

stri ps of sod a re a Iternated with equa I-width
strips of row crops or small grain, is more effec
tive than contouring alone, Alternate strips of grain
and meadow year after year are possible with a
4-year rotation of corn-wheat with meadow seed-

: ing-meadow-meadow, This system has the added
advantage of a low rotation C value, A strip
cropped rotation of corn-corn-wheat-meadow is
less effective. Alternate strips of winter grain and

_row crop were effective on flat slopes in Texas
.(14), but alternate strips of spring-seed grain and

corn on moderate to steep slopes have not pro
vided better erosion control than contouring alone,

Observations from stripcrop studies showed that
much of the soil eroded from a cultivated strip
was filtered out of the runoff as it was slowed and
spread within the first several feet of the adjacent
sod strip, Thus the stripcrop factor, derived from
soil loss measurements at the foot of the slope,
accounts for off-the-f1eld soil movement but not
for all movement within the field,

P Values, Strip Widths, and length limits

Recommended P values for contour stripcropping
are given in table 14, The system to which each
column of factors applies is identified in the table
footnotes, The strip widths given in column 5 are
essentially those recommended by the 1956 slope
practice workshop and are to be considered ap
proximate maximums, Reasonable adjustments to
accommodate the row spacing and row multiple
of the planting and harvesting equipment are
permissible. Slope-length limit is generally not a

.ritical factor with contour stripcropping except

w:>n extremely long or steep slopes. The lengths

Contoured-Residue Strips

Contoured strips of heavy crop-residue mulch,
resembling contour stripcropping without the sod,
may be expected to provide more soil loss reduc
tion than contouring alone, P values equal to

about 80 percent of those for contouring are rec
ommended if fairly heavy mulch strips remain
throughout the year, If the strips are maintained
only from harvest until the next seedbed prepara
tion, the credit should be applied to the soil loss
ratio for cropstage 4 rather than the P value.

given in column 6 are judgment values based on

field experience and are suggested as guides.

Buffer Stri pcroppi ng

This practice consists of narrow protective strips
alternated with wide cultivated strips. The location
of the protective strips is determined by the width
and arrangement of adjoining strips to be cropped
in the rotation and by the location of steep, se
verely eroded areas on slopes. Buffer strips usu
ally occupy the correction areas on sloping land
and are seeded to perennial grasses and legumes.
This type of stripcropping is not as effective as
contour stripcropping (4).

TABLE 14,-P values, maximum strip widths, and slope-

length limits for contour stripcropping

land slope P .... olues 1

percent
St,ip width' Maximum length

A 8 C

Feet Feet

1 to 2 0.30 0.45 0.60 130 BOO

3 to 5 .25 .3B ,50 100 600

6 10 B .25 .3B .50 100 400

9 10 12 .30 .45 ,60 BO 240

13 to 16 .35 .52 ,70 BO 160

17 10 20 .40 ,60 ,BO 60 120

21 10 25 .45 .6B ,90 50 100

I P values:

A For 4-yeor rotation of row crop, small groin with meadow

seeding, and 2 years of meadow, A second row crop can reo

place Ihe smoll g,ain if meadow is established in it,

B For 4-yeor rotation of 2 years row crop, winter grain with

meadow seeding, and l.yeo.r meadow.

C For alte,nate st,ips of row crop and small grain,

'Adjust slrip.width limit, generally downwa,d, to accommodate

widths of form equipment.
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Computing sediment yieldJ

Form planning
Graded channels Steep backs lope

Contour Stripcrop . sod outlets underground
factor:' foctor outlet'

0.60 0.30 0.12 0.05

.50 .25 .10 .05

.60 .30 .12 .05

.70 .35 .14 .05

.80 .40 .16 .06

.90 .45 .18 .06

1 to 2

3 to 6

9 to 12

13 to 16

17 to 20

21 to 25

land slopo
(percent)

1 Slope length is the horizontal terrace interval. The listed values

are for contour forming. No additional contouring factor is used in

the computation.

~ Use these values for control of interterface erosion within speci·

fied soil loss tolerances.

J These values include entrapment eff'tciency and ore used for

control of offsite sediment within limits and for estimating the field's

contribution to watershed sediment yield.

TABLE 15.-P values for contour-farmed terraced fields'

P Values

Values of P for corltour forming terraced fields

are given in table 15. These values apply to con
tour farmed broad base, steep backslope, and level
terraces. However, recognize that the erosion con
trol benefits of terraces are much greater than in
dicated by the P values. As pointed out earlier,
soil loss per unit oree] on slopes of 5 percent or
steeper is approximately proportional to the square
root of slope length. Therefore, dividing a field
slope into n approxirnately equal horizontal ter-

Terracing
The most common type of terrace on gently race intervals divides the average soil loss per

sloping land is the broadbase, with the channel unit area by the square root of n. This important
and ridge cropped the same as the interterrace erosion control benefit of terracing is not included
area. The steep backslope terrace is most com- in P because it is brought into the USLE computa-
mon on steeper land. Difficulty in farming point tion through a reduced LS factor obtained by using
rows associated with contoured terraces led to the horizontal terrace interval as the slope length
developing parallel terracing techniques (16). Un- when entering figure 4 or table 3.

derground outlets, landforming, and variable Erosion control between terraces depends on the
channel grades help establish parallel terraces. crop system and other management practices eval-
The underground outlets are in the low areas along uated by C. The total soil movement within a con-
the terrace line. The ridge is constructed across tour-formed terrace interval may be assumed
these areas. Another type of terrace, using a level equal to that from the same length of an identical
and broad channel wi1·h either open or closed ends, slope that is contoured only. Therefore, if a control
was developed to conserve moisture in dryland level is desired that will maintain soil movement
farming areas. between the terraces within the soil loss tolerance

Terraces with underground outlets, frequently limit, the P value for a contour-formed terraced
called impoundment terraces, are highly effective field should equal thE contour factor (col. 2, table
for erosion control. Four-yeo r losses from four such 15), and use of these va lues for fa rm pia nn ing
terrace systems in Iowa (17) averaged less than purposes is generally recommended.
0.4 t/A/year, which was less than 5 percent of the With contour stripcropping, the soil deposited in
calculated soil movement to the channel. Compo- the grass strips is not considered lost because it
rable losses were measured from installations in remains on the field slope. With terraces, most of
Nebraska. the deposition occurs in the terrace channels, but

Terracing combined with contour farming and research measurements have shown that this depo-
other conservation prClctices is more effective than sition may equal 80 percent of the soil moved from
those practices without the terraces because it posi- the contour-farmed slopes between the terraces
tively divides the slope into segments equal to the (67). Use of the contour factor as the P value for
horizontal terrace interval. The horizontal terrace terracing assumes that all of the eroded soil de-
interval for broadbase terraces is the distance from posited in the terrace channels is lost from the pro-
the center of the ridge to the center of the channel ductive areas of the field. With broadbase terraces,
for the terrace below. For steep backslope terraces the channels and ridges are cropped the same as

with the backslope in sod, it is the distance from
the point where cultivation begins at the base of
the ridge to the bose of the frontslope of the t:!r
rate below (44). YVit terracing, the slope length
is this terrace interval; with stripcropping or con
touring a lone, it is the enti re field slope length.
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the interterrace slopes, and some of the material
deposited in the channels is moved to the ridges in
terrace maintenance. The 1956 slope-practice group
felt that some of the deposition should be credited
as soil saved and recommended use of a terracing
practice factor equal to the stripcrop foetor (64).
However, the more conservative values given in
column 2 are now commonly used in conservation
planning.

When the USLE is used to compute a terraced
field's contribution to offsite sediment or watershed
gross erosion, the substantial channel deposition
must be credited as remaining on the field area.
For this purpose, the P values given in the lost two
columns of toble 15 are recommended unless on
overland flow deposition equation based on trans
port relationships is used with the USLE.

With widespread use of large multi row equip
ment, farming with field boundaries across non·
parallel terraces is not uncommon in some regions.
When terraces are not maintained and overtop·
ping is frequent, P = 1 and the slope length is the
field slope length. However, if the terraces are
periodically maintained so that overtopping oc·
curs only during the most severe storms, LS is
based on the horizontal terrace interval. If form·
ing across terraces is at an angle that approxi·
motes contour forming, P values less than 1.0 but
greater than the contour factors would be appro
priate.

Soil Loss Terrace Spacing

Traditionally, terrace spacing has been based on
slope gradient; however, s.ome recent spacing
guides have included modifying factors for sever·
ity of rainfall and for favorable soil and tillage
combinations. A major objective of cropland can·
servation planning is to hold the productive top
soil in place. Extending this objective to terrace
system design suggests limiting slope lengths be
tween terraces sufficiently so that specified erosion
tolerances will not be exceeded. Using the USLE
in developing spacing guides will make this pos
sible.

The USLE may be written as LS = T/RKCP,
where T is the tolerance limit. If T/RKP = Z, then
LS = z/e, and C = Z/LS. The values T, R, K and
P are constant for a given location and can be
obtained from handbook tables and charts as il·

lustrated in the section Predicting Cropland Soil
Losses. Factor C can be selected as the C value of
the most erosion-vulnerable crop system that a
farmer is likely to use on the terraced field. LS can
be computed by solving the equation as written
above and, with the percent slope known, the maxi
mum allowable length can be read from the slope
eff·ect chart, figure 4.

To illustrate the procedure, assume a 6-percent
slope at a location where R = 175, K = 0.32, T =
5, P = 0.5, and the most erodible crop expected to
occur on the field has a C va lue of 0.24. (An as
sumption that the field will always be in a sad
based rotation or that the operator will always
make the best possible use of the crop residues
would be too speculative to serve as a guide for
terrace spacing.) With these assumptions, Z = 5/175
(0.32)(0.5) = 0.179 and LS = 0.179/0.24, or 0.744.
Enter the slope-effect chart, figure 4, on the LS scale
with a value of 0.744, move horizontally to inter
sect the 6 percent-slope line and read the carre·
sponding slope length, 120 ft, on the horizontal
scale. Add to this value the width of the terrace
frontslope and compute the vertical interval:

(
120 + 12) . .100 6 = 7.9 ft. However, the hOrizontal in-

terval should not exceed the slope.length limit for
effectiveness of contouring. From table 13 the
length limit for contouring on a 6-percent slope is
200 ft, so the computed terrace interval is satis
factory. A small modification in spacing may be
mode to adjust to on even multiple of machinery
width.

The maximum C value that will allow a hori
zontal terrace spacing equal to the length limit
for effective contouring on the given slope can also
he determined by using figure 4 and table 13. For
the conditions in the illustration above, C = 0.179/
LS. The maximum acceptable length for contouring
is 200 ft. From figure 4, the LS value for a 200·ft
length of 6-percent slope is 0.95. Therefore, the
maximum allowable C = 0.179/0.95, which is
0.188. With terraces spaced at 200-ft intervals, any
cropping and management system with a C value
of less than 0.188 should provide the level of con·
servation prescribed by the assumed soil loss tol·
erance limit of 5 t/A/year.

One additional consideration is important. For
a terrace to function satisfactorily, the channel

; .
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capacity must be sufficient to carry the runoff

safely to a stabilized outlet without excessive
channel scour or overtopping of the ridge. SCS
engineering practice standards specify a capacity
sufficient to control the runoff from a 10-year-fre
quency, 24-hour sto m without overtopping. Some
SCS practice standards may require a shorter ter
race interval than would be indicated by the fore
going procedure.

The discussion of the topographic factor pointed
out that the erosion rate increases as slope length
increases. Table 4 lists the relative soil losses for
successive equal-Ie gth increments of a uniform
slope divided into 2, 3, 4, or 5 segments. The third
column of table 4 shows that if a uniform 6-percent
slope were controlled at a tolerance of 5 t average
soil loss, the average loss per unit area from the
lower third of the slope would exceed the tolerance
by about 38 percent. Soil loss from the upper third
would be 43 percent less than the tolerance limit.
To have an average rate of 5 t from the lower'
third, the T values used in the spacing calculation

would need to be 1/1.38 times the 5-t tolerance,
or 3.6 t. This is an approach that can be used to
calculate terrace spacings for a higher level of con
servation.

Effect of Terraces on Amount
and Composition of Offsite Sediment

By reducing runoff velocity and inducing depo
sition of sediment in the channels, terraces have a
profound effect on the amount and composition of
offsite sediments from cultivated fields. The type
of terrace, the channel grade, and the type of out
let influence the magnitude of the effect.

The greatest reduction in sediment is attained
with the impoundment type terrace systems that use
underground outlets. With the outlets in the lower
arees of the field and terrace ridges built across
these areas, temporary ponds are created around
the risers of the outlet tile. The outlets are designed
to drain the impou ded runoff in 1 to 2 days. Thus,
the ponds provide a maximum stilling effect, and
only the smallest and lightest soil particles are
carried off the field in the runoff water. The in
creased time for i filtration also reduces runoff.

Sediments collected from four impoundment ter
rece systems over 4 years in Iowa (77) showed the
following percentages of fine materials:

< 0.002 mm < 0.008 mm
Soil type

Percent Percent

Fayette .ilt loam 78 91
Sharp.burg .ilty clay loam 68 96
Floyd loam 31 82
Clarion loam 35 78

Sediment concentrations in the runoff ranged
from about 1,300 p/m on the Fayette soil to 6,300
p/m on the Clarion. Average annual sediment
from the outlets was less than 800 Ib/A for all
four systems.

Farm chemical losses in runoff vary with type
and formulation, amount, placement, and time of
rainfall in relation to time of application, as well
as with the usual runoff and erosion factors. Prin
cipal chemicals are the fertilizers, insecticides,
fungicides, and herbicides. Losses are by solution
and by suspension of chemical granules or adsorp
tion on soil particles suspended in the runoff water.

Terracing exerts its greatest influence in reduc
ing offsite pollution from those chemicals that are
adsorbed on soil particles. Examples of these are
the phosphates, organic nitrogen, and persistent
organochlorine insecticides. Reductions in ofhite
sediment by terrace systems with contouring are
estimated to range from 82 to 95 percent. How
ever, the reductions in chemical transport are gen
erally not proportional to reductions in soil loss
because of an enrichment process that applies to
the suspensions. The nutrient content of sediments
is often 50 percent greater than that of the soil.
Offsite delivery of sediment is olso affected by
watershed characteristics, particularly size of the
drainage area. This reduction is measured by 0

"delivery ratio" that ranges from 0.33 for an area
of one-half square mile to 0.08 for a 200·mF area
(45).

Terracing has the least effect on offsite pollution
from those chemicals transported primarily in solu
tion. Annual runoff reductions by terracing and
contour farming, at 21 locations throughout the
United States, have been estimated to vary only
from 9 to 37 percent (42). Examples of farm chemi
cals tronsported primarily in solution are the ni
trates and some herbicides such as 2,4-D «2,4-di
chlorophenoxy) acetic acid). The predominate
transport modes for an extensive list of pesticides
are listed in volumes 1 and 2 of "Control of Water
Pollution From Cropland" (42).
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Crop-Year Averages

The subtotals in column 9 of table 8 show that

rates of reservoir sedimentation or stream loading,
but the USLE factors are more difficult to evaluate
for large mixed watersheds. Specific applications
of the soil loss equation are discussed and illus
trated below.

Rotation Averages

The major purpose of the soil loss prediction
procedure is to supply specific and reliable guides
for selecting adequate erosion control practices for
farm field's and construction areas. The procedure
is also useful for computing the upland erosion
phase of sediment yield as a step in predicting

Predicting Cropland Soil Losses
The USLE is designed to predict longtime-aver- either be derived by the procedure previously pre-age soil losses for specified conditions. This may be sented, using data from tables 5 and 6, or it maythe overage for a rotation or for a particular crop be obtained fram a centrally prepared C valueyear or cropstage period in the rotation. Where the table available from the SCS. For convenience,term "overage loss" is used below, it denotes the assume the some crop system and managementoverage for a sufficient number of similar events as were assumed for the problem illustrating theor time intervals to cancel out the plus and minus derivation of locality C values. From table 8, Ceffects of short-time fluctuations in uncontrolled then equals 0.085. If rows and tillage are in thevariables. direction of the land slope, factor P = 1.0. The

computed overage soil loss is then 96.5(0.085)(1.0)= 8.2 t/A/year.
From table 13, contour farming on 8 percent

slopes not exceeding 200 ft in length has a P value
of 0.5. Therefore, if farming were on the contour,
the computed average soil loss for the field would
be 96.5(0.085)(0.5) = 4.1 t. If the length of 8·per·
cent slope was appreciably greater than 200 ft,
the effectiveness of contouring could not be as
sumed, and the P value of 0.5 would not be ap
plied unless the slope length was broken by ter
races or diversions. Any change in either the crop
sequence or the management practices wauld like
ly increase or decrease soil loss. This would be
reflected in the USLE solution through a change in
the C value.

When C is used at its average annual value for
a rotation that includes a sod crop, as was done
in the example given in table 8, the heavier losses
experienced during row crop years are diluted by
trivial losses in the meadow year(s). F~r holding
longtime-overage soil losses below some pre
scribed tolerance limit, this dilution poses no prob
lem. But from the viewpoint of offsite water qual
ity, it may not be desirable. The USLE may also
be used to compute the average soil loss for each
crop in the rotation or for a particular cropstage
period.

To compute the average annual soil loss from
:l particular field area, the first step is to refer to
the charts and tables discussed in the preceding
sections and select the values of R, K, LS, C, and P
th.ply to the specific conditions on that field.
For example, assume a field on Russell silt loam
soil in Fountain County, Ind. The dominant slope
is about 8 percent with a length of 200 fl. Fertility
and crop management on this field are such that
crop yields are rarely less than 85 bu corn, 40 bu
wheat, or 4 t alfalfa-brome hoy. The probability
of meadow failure is slight.

Factor R is taken from the isoerodent map (fig.
1). Fountain County, in west-central Indiana, lies
between isoerodents of 175 and 200. By linear in
terpolation, R = 185. K is token from a table of
K values that were derived either by direct re
search measurement or by use of the soil erodi·
bility nomograph (fig. 3). For the Russell silt loom
soil, K = 0.37. The slope-effect chart, figure 4,
shows that an 8 percent slope 200 ft long has on
LS of 1.41. If the field were continuously in clean
tilled fallow, the average annual soil loss from the
dominant slope would equal the product RKLSi
that is, 185(0.37)(1.41) = 96.5 t/A.

Next, we need to know the effect of the crop
ping and management system and support prac
tices existing on the field. This effect is represented
by f.rs C and P. The C value for the field may
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with the assumed management system, C for the

first-year corn would be 0.130 and for the second

year, 0.138. For the second-year corn, without
contouring, the expected average soil loss would
equal 185(0.37)(1.41)(0.138), or 13.3 t. If, in the
same crop system, the co n residues were plowed
down in fall, the C valtJe for second-year corn
would be 0.29, and the soil loss would average
28 t. On the other hand, no-till planting the
second-year corn in a 70-percent cover of shredded
cornstalks would reduce the C value for this crop
to 0.08 and the soil loss to about 8 t. This would
also reduce the rotation average for straight row
farming to 7 t. Killing the meadow instead of turn·
ing it under, and no-till planting, would reduce the
C value for the first-year corn to 0.01 and the soil
loss to less than 1 t. Thus, crop-year C values can
be helpful for sediment control planning.

Cropstage Averages

Additional information can be obtained by com
puting the average annual soil loss for each crop
stage period. First, the computed cropstage soil
losses will show in which portions of the crop year
(or rotation cycle) improved management practices
would be most beneficial. Second, they provide in
formation on the probable seasonal distribution of
sediment yields from the field. When a tabulation
like table 8 has been pmpared, the values in col
umn 8 will be directly proportional to the crop
stage soil losses. They can be converted to tons per
acre for a specific field by multiplying them by the
product of factors R, K, l , and P.

To estimate the average soil loss for a particular
cropstage when such a table has not been pre
pared, the cropstage soil loss ratio from table 5
is used as C. The annual EI fraction that is appli
cable to the selected period is obtained from table
6 and is multiplied by the location's annual erosion
index value (fig. 1) to obtain the relevant R value.
K, LS, and P will usually be assumed to have the
some values as for computation of overage an
nual soil losses.

Suppose, for example, that one wishes to pre
dict the average soil loss for the seedbed and
establishment periods of corn that is conventionally
planted about May 15 on spring plowed soybean
land in southwestern Iowa (area No. 13, fig. 9).
Suppose also that the corn is on a field for which
the combined value of f(Jctors K, LS, and P is 0.67

and the fertility and crop management are such
that corn planted by May 15 usually develops a

10 percent canopy cover by June 5, 50 percent by
June 25, and a final canopy cover of more than
95 percent. Interpolating between values in line
13 of table 6 shows cumulative EI percentages of
12, 23, and 43 for these three dates. Therefore, on
the average, 11 percent of the annual EI would
occur in the seedbed period, and 20 percent would
occur in the establishment period. From line 109
of table 5, the soil loss ratios 'for these two crop
stage periods under the assumed management are
0.72 and 0.60. From figure 1, the average annual
EI is 175. The soil loss would be expected to aver
age 0.11(175)(0.72)(0.67) = 9.3 tfA in the seedbed
period and 0.20(175)(0.60)(0.67) = 14 t in the estab
lishment period. The cropping assumed for this
example represents an extremely erodible condi
tion. For second-year corn with good residue man
agement, the applicable soil loss ratios and the
predicted soil losses would be much lower.

Individual Storm Soil Losses

The USLE factors derived from tables and charts
presented herein compute longtime-average soil
losses for specified cover and management on a
given field. The USLE is not recommended for pre
diction of specific soil loss events.

If it is applied to a specific rainstorm, using the
storm EI for R and the relevant cropstage soil loss
ralio for C, it will estimate the overage soil loss for
a large number of storms of this size occurring on
that field and in that crapstage period. However,
the soil loss from anyone of these events may dif
fer widely from this average because of interac
tions with variables whose values fluctuate ran
domly over time (56).

When rain falls on relatively dry, freshly tilled
soil, most of the water may infiltrate before run
off begins, resulting in a low-average soil loss
per unit of EI for that storm. When rain falls on

presaturated soil, runoff begins quickly, and most
of the rain becomes runoff. Such rains usually
produce above-average soil loss per EI unit. Some
rains are accompanied by high winds that increase
the impact energy of raindrops; others occur in a
fairly calm atmosphere. Some storms begin with a
high intensity and seal the surface quickly so that
trailing lower intensities encounter a low infiltra
tion rate. In other storms the moderate intensities
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Determining Alternative Land Use and Treatment Combinations
The soil loss prediction procedure supplies the tables from which he can ascertain, for each par-

pralng conservationist with concise reference ticular situation encountered, which specific land

_ede the high ones. In some seasons the soil is
.vated when wet and remains cloddy; in other
seasons it is cultivated when soil moisture is ideal
for fine pulverization. A c1aypan or fragipan sub
soil may substantially influence permeability in
early spring or in a wet growing season and yet
have no significant effect on infiltration rates dur
ing intense thunderstorms on dry soil.

The soil loss ratios of table 5 are averages for
cropstage periods that cover several weeks to sev
eral months. Early in a cropstage period, the ratio
will usually be higher than the average because
the development of cover is gradual. Later in the
period it will be lower than average. In a poor
growing season the ratio will be above overage
because cover and water use by transpiration are
below normal. In a favorable growing season, the
ratio will be below average. Cover effect in a spe
cific year may be substantially influenced by" ab
normal rainfall. A crop canopy or conservation
tillage practice may delay the start of runoff long
enough to be 100 percent effective for moderate
storms on a given field and yet allow substantial
erosion by prolonged runoff periods.

The irregular fluctuations in these and other
v.bles can greatly influence sp~ciflc-storm soil
10 s. However, they do not invalidate the USLE
for predicting long-term-average soil losses for
specific land areas and management conditions.
Their positive and negative effects tend to balance
over a longtime period, and their average effects
are reflected in the factor-evaluation tables and
charts.

Two recent research reports are recommended
references for those who find it- necessary to esti
mate specific-storm soil losses (34, 70). The authors
present modifications of Rand LS that are designed
to account for some random effects discussed.

Specific-Yea r SoiI Losses

In any given year, both the annual EI and its
monthly distribution may differ substantially from
the location overages. Therefore, R values from
figure 1 and EI distribution data from table 6 will
not correctly reflect specific-year values of these
variables. The most accurate procedure is to com-

pute the EI value for each storm from a recording
rain gage record for the location and year by the
method given in the appendix. The storm values are
summed for each crapstage period, and the sub
totals are combined with soil loss ratios from table
5 to estimate the soil loss for each cropstage period.
The sum of the cropstage soil losses then reflects
the effects of possible abnormal EI distribution, as
well as the corrected R value for the specific year.
However, the irregular fluctuations in variables
discussed in the preceding subsection are often re
lated to abnormalities in rainfall. The plus and
minus effects on soil loss may not average out
within 1 year but may appreciably bias specific
year soil losses. These biases 'Will not be evaluated

by the USLE. Therefore, specific-year estimates of
soil loss will be less accurate than USLE estimates
of long-term, crop-year averages.

Soil Loss Probabilities

Soil loss probabilities are a function of the com
bination of the probabilities for annual EI, sea
sonal distribution of the erosive rains, abnormal
antecedent soil moisture conditions, favorable or
unfavorable conditions for soil tillage and crop
development, and other factors. The section on
the Rainfall Erosion Index pointed out that a lo
cation's annual and maximum storm EI values tend
to follow log-normal frequency distributions and
that specific probability values are listed in tables
17 and 18 for 181 key locations. When these
probabilities of EI are used for R in the USLE, the
equation will estimate the soil loss that would
occur if all the other factors were at their normal
levels. However, the seasonal distribution of ero
sive rains, and the surface conditions in the field,
may also be abnormal in years of rainfall ex
tremes. Deriving probable relationships of these
variables to extremes in annual EI would require
longer records than were available.

Stochastic modeling techniques (66) are avail
able that could be used to generate synthetic data
having the some statistical properties as historical
data. Such data could be used to estimate the
probable range in specific-year soil losses in a
particular rainfall area.
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use and management combinations ""ill provide

the desired level of erosion control. A number of
possible alternatives are usually indicated. From
these, the farmer will be able to make a choice
in line with his desires and financial resources.

Management decisions generally influence ero
sion losses by affecting the factor C or P in the
erosion equation. L is modified only by con
structing terraces, diversions, or contour furrows
with sufficient capacity throughout the year to
carry the runoff water from the furrow area above.
R, K, and S are essentially fixed as for as a par
ticular field is concerned.

When erosion is to be limited within a prede
termined tolerance, T, the term A in the equation
is replaced by T, and the equation is rewritten in

the form CP = T/RI<LS. Substituting the site values
of the fixed factors in this equation and solving
for CP give the mnximum value that the product
CP may assume under the specified field condi
tions. With no supporting practices, P = 1, and the
most intensive cropping plan that can be safely
used on the field is one for which C just equals
this value. When 0 supporting practice like con
touring or stripcropping is added, the computed
value of T/RKLS is divided by the practice foetor,
P, to obtain the maximum permissible cover and
management factor value. Terracing increases the
value of T/RKLS by decreasing the value l.

A special USlE calculator, originally designed in
Tennessee (41) and recently updated, enables
rapid and systematic calculation of either average
annual soil loss or T/RKLS for any specific situa
tion.

Many practicing conservationists prefer to use
handbook tables. (:-value tables for specific geo
graphic areas (fig. 9) are centrally prepared by
persons who are experienced in the procedures
outlined in a preceding section and who obtain the
needed data fr.om tables 5 and 6. Values of TjRKLS
are also centrally computed and arranged in two
way classification s illustrated in table 16 for R =
lBO, K = 0.32, and T = 5. Similar tables are pre
pared far other combinations of R, K, and T.

A conservationist working in the field usually
carries a pocket-sized handbook which includes
the R value(s), T and K soil values, applicable
tables of T/RKLS values, and a table of C values
for the area. These items will provide all the in
formation need en 1'0 use this procedure as a guide

TABLE 16.-Maximum permissible C values (T/RKLS) for ,,-
R = 180, K = 0.32 and T = 5

Gradient
Values for slope lengths (f..1)

percent 50 75 100 150 200 250 300 0400

STRAIGHT ROW

2 0.53 0.47 0.43 0.38 0.35 0.33 0.31 0.28

4 .29 .24 .22 .18 .16 .15 .104 .12

6 .18 .15 .13 .11 .091 .082 .074 .0604

8 .. .12 .10 .087 .072 .062 .055 .050 .044

10 .090 .073 .063 .052 .045 .040 .037 .032
12 .068 .056 .048 .039 .034 .030 .028 .024

14 .054 .0044 .038 .031 .027 .024 .022 .019
16 .043 .035 .030 .025 .022 .019 .018 .015

CONTOURED'

2 0.89 0.78 0.72 0.604 0.58 0.55 0.52 0.47

4 .57 .49 .43 .37 .33 .30 .28 .25

6 .36 .30 .26 .21 .18 .16 (')

8 .25 .20 .17 .14 .12 .11

10 .15 .12 .11 .086 (')

12 .11 .093 .080 .065

14 .077 .062 .054 ()

16 .062 .050 .0044

I The values fa, contour forming are T/RKLSP, where P is de-

pendent on percent slope (see table 13).

2 Omission of values indicates that the .Iope-Iengths exceed the

limits for ellectiveness of contouring. Use corresponding values from

upper half of table.

for selecting conservation practices in each field.
Solving the equation or performing field computa·
tions rarely will be necessary.

Example. The first step is to ascertain the soil
type, percent slope, and slope length for the field
being planned. From his handbook data, the con·
servationist can then obtain the values of R, K, and

T. To complete the illustration, assume that R =
180, K = 0.32, T = 5, and the field slope is 400 ft
long with a nearly uniform gradient of 6 percent.
For this combination, the T/RKLS table shows a
value of 0.064 for straight-row farming with the
land slope (table 16). This is the maximum C value
that will hold the aver~ge annual soil loss from
that field within the 5-t tolerance limit, if no sup'
porting practices are used. Consulting the C value
table will show that a C as low as 0.064 can be
attained only with well-managed, sod-based crop
systems, or with no·till planting in residue covers
of at least 70 percent.

A logical improvement is to odd contouring.
.Table 13 shows a slope-length limit of 200 ft (250
ft if residue cover after seeding exceeds 50 per
cent) for contouring on 6-percent slope. Therefore,
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Construction Sites

the P value of 0.5 for contouring will not be ap-
eplicable on the 400-ft slope without terracing. Con

struction of three, equally spaced terraces across
the slope would divide it into four 100-ft slope
lengths. Shortening the slope lengths to 100 ft will
assure contour effectiveness and will also reduce
the site value of L. For a 100-ft length of 6-percent
slope farmed on the contour, table 16 shows a
T/RKLSP value of 0.26. Any combination of crop
ping and management practices having a C value
less than 0.26 will now be acceptable. Consulting
the table of C values will show that with the ter
races and contouring, the conservationist can rec
ommend a range of possibilities for land use and
management. If a system with a C value appre
ciably less than 0.26 is selected, a higher level of
conservation will be attained than required by the

Procedures and data have been presented for
predicting erosion losses from specific cropland
areas and logically determining alternative ways
in which the losses from each field may be held
below given tolerance limits. These procedures and

•
ata can also be adapted to conditions on high
ay, residential, and commercial developing

areas. The USLE will show under which develop-
ment plan the area will produce the least sedi
ment, and it will also show about how much sedi
ment the developer will need to trap in sediment
basins (46) during construction to prevent exces
sive soil movement to streams or reservoirs.

Evaiuating the erosion factors for construction
site conditions is discussed below. However, those
primarily concerned with this particular phase of
sediment control should also read the preceding
discussions of the USLE factors and the procedures
for predicting cropland soil losses.

Factor R. For a construction project extending
over several years, the average annual R value for
the site is obtained directly from figure 1. Proba
bilities of EI values greater than average are given
in table 17. Using EI probabilities for R was dis
cussed in the subsection Soil Loss Probabilities.

For construction periods of less than 1 year, the
procedure outlined for predicting cropland soil
losses for specific cropstage periods is appropriate.
The portion of the annual R value that is applicable
to the construction period is obtained from table 6

eillustrated on p. 41 for cropstage overages.

5-t tolerance limit.
Had the slope length in the example been only

200 ft, the contour P value of 0.5 (table 13) would
have been applicable without the terraces. Table
16 shows that this combination would have per
mitted use of any system having a C value less
than 0.18.

Thus, by this procedure a conservationist can
list all the alternative crop system and manage
ment combinations that would control erosion on a
field at an acceptable level. Study of this list will
show how an erosion control program can be im
proved and still increase crop yields or decrease
labor and fuel costs. In making a selection from
this list, practices needed for control of nutrient
and pesticide losses in the runoff (42) should also
be considered.

Factor K. Because the soil surface is often unpro
tected during construction, this factor assumes even
greater importance than for cropland. The soil erodi
bility nomograph (fig. 3) can be especially helpful
for sediment prediction and erosion control plan
ning on construction sites because it can predict the
changes in erodibility when various subsoil horizons
are exposed in the reshaping process. Some subsoils
are substantially more erodible than the original
topsoil, and others are less erodible. The planner
can usually obtain a detailed description of the suc
cessive horizons of his soil from published soil sur
vey data. By using the data for each soil horizon
separately to follow the steps of the nomograph
solution, the K value can be determined after
various depths of desurfacing. Soil losses from the
successive soil horizons, if exposed on similar
slopes, would be directly proportional to the hori
zon K values. Information on the subsoil K values
not only shows the depths of' cut that would result
in the most or the least soil erosion but also indi
cates whether return of stockpiled topsoil on the
exposed subsoil would be profitable on the par
ticular site.

When a chemical soil additive is used that sta
bilizes the soil and makes it less erodible, the K
value is the nomograph solution times a factor for
the effectiveness of the chemical additive.

Factor LS. Within limits, the LS value for a given
length and steepness of uniform slope can be ob
tained directly from figure 4 or table 3. When the
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slope is concave or convex, the figure 4 value

needs to be adjusted by the procedure outlined
for irregular slopes in the section on The Topo
graphic Factor.

Development planning may include measures
designed to reduce sediment yield by lowering LS.
The effect of shortening slope lengths by diver
sions or stabilized drainageways is credited by
entering figure 4 with the reduced slope length.
A slope graded to flatten toward the bottom (con
cave) will lose less soil than on equivalent uni
form slope whereas one that steepens toward the
bottom (convex) will lose more. Reduction or in
crease in soil loss can be predicted by the proce
dure illustrated in the subsection Irregular Slopes.

Data are not avcdlable to evaluate LS on very
steep slopes, like 2:1 and 3:1 roadbank slopes, in
relation to soil and rainstorm characteristics. The
best presently available estimates of LS for these
slopes can be obtained by the LS equation pre
sented earlier. However, values projected by this
equation for steep slopes are speculative because
the equation was derived from data obtained on
slopes of less than 20 percent.

Factor C. Procedures for selecting C values for
construction sites were given in the Cover and
Management Factor section.

Factor P. This factor as used for soil conservo
tion planning on cropland would rarely have a

counterpart during construction on development
areas, and P will usually equal 1.0. Erosion-reduc

ing effects of shortening slopes or reducing slope
gradients are accounted for through the LS factor.

If the lower port of a gross or woodland slope
on a development area can be left undisturbed
while the upper part is being developed, the pro
cedure outlined for computing the value of LSC on
irregular slopes is applicable, end sediment depo.
sition on the undisturbed strip must be accounted
for separately. For prolonged construction periods,
buffer strips of gross, small grain, or high retes of
anchored mulch may also be feasible to induce
deposition within the area. Such deposition is im
portant for water quality or offsite sediment con
trol, but it should be evaluated from soil-transport
factors rather than by a P factor.

Alternative plans. When appropriate numerical
values of the six erosion factors are combined,
their product is the soil loss estimate for the par·
ticular area in tons per acre and for the time in
terval for which R was evaluated. With the infor
mation supplied by the tables and charts in this
handbook, the six factor values can be derived for
each feasible alternative plan. Successive solutions
of the equation will then provide comparative soil
los9 estimates to help guide decisions by the de
veloper.

to Watershed Sediment Yield

where Y is sediment yield per unit area,

E is the gross erosion,
DR is the sediment delivery ratio, and
W, is the area of the watershed above t e point
for which the sediment yield is being computed.

tested equation for sediment transport to use on
agricultural land is not now available. One pre
sented by Neibling and Foster (32) is perhaps the

best now available for use with the USLE. It esti·
mates transport capocity for sand and large silt
sized particles and does not consider the transport
of clay particles.

Of the several methods now used for estimating
sediment yield, the Gross Erosion-Sediment De
livery Method uses the USLE. A brief description
of this method follows. More details are available
from the SCS National Engineering Handbook (45).
The equation is

Estimating Upslope Contributions
The importance of predicting watershed sedi

ment yields and identifying the major sediment
sources was increased by the Federal Water Pollu
tion Control Act Amendments of 1972, Public Law
92-500. Sources, causes, and potentials of sediment,
nutrient, and pestic:ide losses from croplanc, and
measures that may be necessary to control these
pollutants, are dealt with in depth in a two-volume
manual developed by SEA and the Environmental
Protection Agency (EPA) (42). Volume II, "An Over

view," also include!. an extensive list of other rele
vant publications. Only sediment yield prediction
will be considered ere.

Estimates show that about one-fourth of the
. amount of sedimer,t moved by flowing water in
the United States annually reaches major streams
(42). The USLE can be used to compute average
sheet and rill erosion in the various parts of a
watershed, but deposition and channel-type ero
sion must be estimated by other means. A fully

Y = EIDR)/W, (6)
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estimate of the entrapped sediment can be ex
cluded from the USLE soil loss estimates by using
values from the last two columns of table 15 as
the P values. An alternate procedure is to estimate
the channel deposition by sediment-transport re
lationships and subtract this amount from the soil
loss computed by using the standard terracing fac
tor (col. 2, table 15) in the USLE. By this procedure,
the subarea soil loss computations identify the por
tions of the drainage area that contribute most of
the sediment and also show how much of the sedi
ment derives from tracts that receive heavy appli
cations of agricultural chemicals.

Procedures for computing soil losses from
cropped, idle, posture, range, or ""ooded areas

and from construction or development areas were
outlined in the preceding sections. Factor values
derived by the prescribed procedures are assumed
applicable also for surface-mined areas. How
ever, the effect of mining processes on soil erodi
bility, K, has not been determined. Length and
percent slope and deposition within the area also
are hard to determine for rugged strip mine spoils.
Sometimes nearly all the sediment may be trapped
within the bounds of the area. The USLE can be
quite useful for predicting the effectiveness of each
feasible reclamation plan for such areas.

Sediment Delivery Ratio

Eroded soil materials often move only short dis
tances before a decrease in runoff velocity causes
their deposition. They may remain in the fields
where they originated or may be deposited on
more level slopes that are remote from the stream
system. The ratio of sediment delivered at a given
location in the stream system to the gross erosion
from the drainage area above that location is the
sediment delivery ratio for that drQinage area. A
general equation for computing watershed de
livery ratios is not yet available, but the ratios for
some specific drainage areas have been computed
directly from local data. Helpful guides for esti
mating this factor for other drainage areas were
published by SCS in Section 3 of their National
Engineering Handbook (45), and most of these
guides were also included in a publication by SEA
and EPA (42). Therefore, the relationships involved
will be only briefly summarized here.

• Gross Erosion

~oss erosion is the summation of erosion from
all sources within the watershed. It includes sheet
and rill erosion from tilled cropland, meadows,
pastures, woodlands, construction sites, abandoned
acreages, and surface-mined areas; gully erosion
from all sources; and erosion from streambeds and
streambanks. The relative importance of each of
these sources of gross erosion will vary between
watersheds.

The USLE can be used to estimate the sediment
generated by sheet and rill erosion that is usually,
but not always, the major portion of a watershed's
gross erosion. Sediment from gully, streambank
and streambed erosion, and from uncontrolled

roadsides must be added to the USLE estimates.
Methods for estimating sediment yields from these
sources are discussed in Section 3 of the SCS Na
tional Engineering Handbook (45).

For small areas like farm fields or construction
sites, the six USLE factors can usually be evaluated
directly from the information presented in this
handbook. For a large heterogeneous watershed,
the factors are more difficult to define. Several
m*ds of computing the average slope length
a radient for a large drainage area are avail
able. Using LS values based on such averages, to
gether with estimated watershed-average soil and
cover factors, simplifies the computing procedure,
but the saving in time is at the expense of substan
tial loss in accuracy. Erosion hazards are highly
site specific. The parameters that determine the
USLE factor values vary within a large watershed,
and the variations are often not interrelated. Com
bining overall averages in' the equation does not
reflect the particular way in which the factors are
actually combined in different parts of the water
shed. Neither does it show which portions of the
drainage area are contributing most of the sedi
ment.

A more accurate procedure is to divide the het
erogeneous drainage area into subareas for which
representative soil type, slope length, gradient,
cover, and erosion-control practice factors can be
defined. The USLE is then used to compute the
sheet and rill erosion on each subarea. For this
purpose, eroded soil that is entrapped within the
field area by terrace systems is not soil loss. An
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Available watershed data indicate that the de

livery ratio varies approximately as the 0.2 power

of drainage-area size, with. representative values

of about 0.33 for 0.5 mi~; 0.18 for 10 mF; and 0.10

for 100 mi~. There were indications that the expo

nent in this relationship mClY be as small as 0.1 for

very large areas. But the ratio may vary substan

tially for any given size of drainage area. Other

important factors include soil texture, relief, type

of erosion, sediment transport system, and areas of

deposition within the watershed. Fine soil texture,

high channel density, on high stream gradients

generally indicate delivery ratios that are above

overage for the drainage-area size.

A substantial reduction in sediment delivered to

a stream may sometimes esult in a compensatory

increase in channel erosion. Channel erosion pro

duces sediment that is immediately available to

the transport system and that may remain in mo

tion as bedload and suspended sediment. The com

position of sediment derived from channel erosion

will usually differ substantially from that derived

from cropland erosion. This is particularly impor

tant from the viewpoint of transported chemical

pollutants.

With reference to a field-sized area, the delivery

ratio can closely approach 1.0 if the runoff drains

directly into a lake or stream system with no in

tervening obstructions or flattening of the land

slope. On the other hand, a substantial width of

forest litter or dense vegetation below the eroding

area may couse deposition of essentially all the

sediment except colloidal material. Anything that

reduces runoff velocity (such as reduction in gradi

ent, physical obstructions, vegetation. and ponded

water) reduces its capacity to transport sediment.

When the sediment load exceeds the transport ca

pacity of the runoff, deposition occurs.

From analysis of runoff and soil loss data from

small single-cropped watersheds, Williams (48)

concluded that the need for a sediment delivery

ratio could be eliminated by using the watershed

runoff times peak rate as the storm R value in the

USlE.

....

Accuracy of USLE Predictions

Soil losses computed with the USLE are best dom fluctuations in uncontrolled variables whose

available estimates, not Clbsolutes. They will gen- effects are averaged in the USLE factor values (56).

erally be most accurate for medium-textured soils, Testing the complete equation against the assem-

slope lengths of less than 400 ft, gradients of 3 to bled plot data was statistically valid because the

18 percent, and consistent cropping' and manage- equation for each factor, as a function of several

ment systems that have been represented in the parameters, was independently derived from only

erosion plot studies. The farther these limits are selected portions of the data.

exceeded, the greater will be the probability of sig- The accuracy of a predicted soil loss will depend

nificant extrapolation error. on how accurately the physical and management

An indication of the accuracy of the equation, conditions on the particular piece of land are de-

tables, and charts presented herein was obtained scribed by the parameter values used to enter the

by using them to comp te longtime overage soil factor-evaluation tables and charts. An error in

losses for plots in post l?rosion studies and com- the selection of a factor volue will produce an

paring these with the actually measured losses on equivalent percentage error in the soil loss esti-

each plot. Abou.t 53 percent of the differences were mate. lorge-scale averaging of parameter values

less than 1 t/A, 84 percent were less than 2 t, and on mixed drainage areas will usually also reduce

5 percent were as much as 4.6 t (53). The mean accuracy. For reasons previously pointed out and

annual soil loss for thi!i 2,300 plot-year sample discussed in depth in another publication (56), spe-

was 11.3 t. Of those differences that exceeded 1 cHic-storm or specific-year soil losses and short-term

tlA, 67 percent were from comparisons with plot overages may differ substantially from the longtime

records whose duration was less than half of a overage predicted by the USlE for the specified

normal 22-year rainfall ycle (33). Such short rec- physical and management conditions.

ords are subject to bias by cyclical effects and ron-
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Recording-Rain Gage Records
The kinetic energy of a given amount of rain

depends on the sizes and terminal velocities of the
raindrops, and these are related to rainfall inten
sity. The computed energy per inch of rain at each
intensity is shown in table 19. The energy of a
given storm depends on all the intensities at which
the rain occurred and the amount that occurred at
each intensity. A recording-rain gage record of the
storm will provide this information. Clock time and
rain depth are read from the chart at each point
where the slope of the pen line changes and are
tabulated as shown in the first two columns of the
sample computation below. Clock times (col. 1)

are subtracted to obtain the time intervals given
in column 3, and the depths (col. 2) are subtracted
to obtain the incremental amounts tabulated in
column 4. The intensity for each increment (col. 5)
is the incremental amount times 60, divided by
column 3.

Canopy and Mulch Covers
percent cover. The indicated average relation of
percent cover to dry weight of well-distributed
corn stover mulch is shown by the solid-line curve
in figure 10. However, observed differences be
tween samples were appreciable. The overage re
lation of percent cover to dry weight of straw
mulch uniformly distributed over research plots is
shown by the broken·line curve.

A simple method of estimating percent mulch
cover on 0 field is with a cord, preferably not
shorter than 50 ft, that has 100 equally spaced
knots or other readily visible markings. The cord

is stretched diagonally across several rows, and
the knots that contact a piece of mulch are c.ounted.
This procedure is repeated at randomly selected
spots on the field, and the data are averaged to
obtain a representative value for the field.

EI in the United States
probabilities can be derived by plotting the 50
percent and 5 percent values on log-probability
paper and joining the two points by a straight line.
Annual maxima storm probabilities for the same
locations are given in table 18.

Estimating Percentages of
"Percent canopy cover" is the percentage of the

field area that could not be hit by vertically falling
raindrops because of canopy interception. It is the
portion of the soil surface that would be covered
by shadows if the sun were directly overhead.
Because the blades from adjacent rows intertwine
does not necessarily indicate 100 percent canopy
cover.

"Percent mulch cover" is the percentage of the
field area that is covered by pieces of mulch lying
on the surface. Researchers in Indiana attempted
to relate percent cover to mu leh rate by photo
graphing numerous small, equal-sized areas in

harvested corn fields. The residues on the photo
graphed areas were carefully picked up, dried,
and weighed to measure mulch rates, and the
photographs were projected on grids to determine

Probability Values of
The annual and maximum-storm values of EI

at any given location differ substantially from year
to year. The observed ranges and 50 percent, 20pe_ and 5 percent probabilities of annual EI
values from 22-year precipitation records at 181
locations in 44 States are listed in table 17. Other

Computing the Erosion Index from
Soil loss prediction by the method presented in

this handbook does not require computation of EI
values by application personnel, but the procedure
is included here for the benefit of those who may
wish to do so.

FIGURE 10.-IIelolion of p~rc~nl COVer 10 dry wei\1hl of uniformly

di.lribuled re.idue mulch.
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within that time. The average annual erosion in

dex for a specific locality, as given in figures 1 and

2, is the sum of all the significant storm EI values

over 20 to 25 years, divided by the number of

years. For erosion index calculations, 6 h or more

with less than 0.5 in of precipitation was defined

as a break between storms. Rains of less than 0.5

in, separated from other showers by 6 h or more,

were omitted as insignificant unless the maximum

15-min intensity exceeded 0.95 in/h.

Recent studies showed that the median dropsize

of rain does not continue to increase for intensities

greater than about 2.5 to 3 in/h (7, 15). Therefore,

energy per unit of rainfall also does not continue

to increase, as was assumed in the derivation of

the energy-intensity table published in 1958 (62).

The value given in table 19 for rain at 3 in/h (7.6

cm/h in table 20) should be used for all greater

intensities. Also, analysis of the limited soil loss

data available for occasional storms with 3D-min

intensities greater than 2.5 in/h showed that plac

ing a limit of 2.5 in (6.35 cm)/h on the bo com

ponent of EI improved prediction accuracy for

these storms. Both of these limits were applied in

the development of figure 1. They slightly lowered

previously computed erosion index values in

the Southeast, but average-annual EI values for

the U.S. mainland other than the Southeast were

not significantly affected by the limits because

they are rarely exceeded.

Energy

Per

inch
lataI

643 32

843 59

977 225

1074 752

953 1.(3

777 39

0 0

685 34

1,284

time is the sum of the

significant rain periods

Amount Intensity

(inch) (in / hr)

For each inc,"ement

Duration

(minute)

PREDICTING RAINFALL EROSION LOSSE5-A GUIDE TO CONSERVATION PLANNING

Depth

(inch)

Chart readings

Time

The energy per inch "f rain in each interval

(col. 6) is obtained by entering table 19 with the

intensity given in column 5.. The incremented en

ergy amounts (col. 7) are products of columns 4

and 6. The total energy 'For this 90-minute rain is

1,284 foot-tons per acre. This is multiplied by a

constant factor of 10-2 to convert the storm energy

to the dimensions in whic EI values are expressed.

The maximum amount of rain falling within 30

consecutive minutes was 1.08 in, from 4:27 to

4:57. bo is twice 1.08, or 2.16 in/h. The storm EI

value is 12.84(2.16) = 27.7. When the duration of

a storm is less than 30 minutes, bo is twice the

amount of the rain.

The EI for a specifle

computed values for all

4:00 0

,20 0.05 20 0.05 0.15

:27 .12 7 .07 .60

:36 .35 9 .23 1.53

:50 1.05 1.( .70 3.00

:57 1.20 7 .15 1.29

5:05 1.25 8 .05 .38

:15 1.25 20 0 0

,30 1.30 15 .05 .20

Totals 90 1.30

Kinetic energy of the storm = 1,28'~(1 0-') = 12.84

Conversion to

Metric equivalents were not included in the

procedures and tables presented in this handbook

because direct conversion of each English unit

would produce numbers that would be awkward

and undesirable. Converting the USLE as a whole

is more appropriate. Metric units can then be se

lected sci that each of the interdependent factors

will have a metric counterpart whose values will

be expressed in numberls that are easy to visualize

and to combine in computations.

A convenient unit for measuring cropland soil

losses is metric tons per hectare per year. EI values

of convenient magnitude can be obtained by ex

pressing rainfall energ)' in metric ton-meters per

hectare, expressing intensities in centimeters per

hour, and retaining t e constant factor of 10-2

Metric System

that has been used consistently for EI calculations

in English units. Factor K will then be in metric

tons per hectare per metric EI unit. If 22 meters is

taken as the basic slope length and 9 percent is

retained as the basic slope gradient, the LS factor

will not be signiflc;antly affected. Using these units

is recommended and is assumed in the following

paragraphs.

The USLE factors will normally be derived di

rectly in these units by procedures outlined below.

However, the following conversion factors will fa

cilitate comparisons of the metric factor values

with the English values published in this hand

book. Factors expressed in the recommended metric

units are identified by the subscript, m.

Tlxt continue. on Jug. 56.
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e TABLE 17.-0bserved range and 50-, 20-, and 5- percent probability values of erosion index at each of 181
key locations

TABL

Values of erosion index (EI)

Location Observed
22-yeor 50-percent 20-percent 5~percent

range probobility probobility probability

Alabama:
Birmingham 179-601 35<4 ~61 592
Mobile ..... 279-925 673 799 9~0

Montgomery 16~-780 359 ~2 638
Arkansas:

Fort Smith 116-818 25<4 ~OO 614
lillie Rock 103-625 308 422 569
Mountain Home 98-441 206 301 432
Texarkana 137-664 325 ~45 600

California:

Red 81uff 11·240 5<4 98 171
San Lyis Obi.po 5-147 43 70 113

Colorado:
Akron 8-247 72 129 225
Pueblo 5·291 44 93 189
Springfield ~-246 79 138 233

Connecticyt:
Hartford 65-355 133 188 263
New Hoven .... 66-373 157 222 310

Di.trict of Columbia 84·334 183 250 336
Florida:

Apalachicola 271·944 529 663 820
Jocklonville 283·900 5<40 693 875
Miami 197·1225 529 784 1136

Georgia:
Atlanta 116·5<49 286 377 ~88

AugYlta 148·476 229 308 408
Columbu. 215·514 336 ~oo 473e Macon 117-493 282 357 ~47

Savannah 197-886 412 571 780
Watkinlvill. 1 182·5<44 278 352 441

Illinois:
Cairo 126-575 231 349 518
Chicago 50-379 140 212 315
Dixon Springs l 89-581 225 326 ~65

Moline 80·369 158 221 303
Rantoul 73·286 152 201 263
Springfield 38·315 15<4 210 283

Indiana:
Evansville 104-417 188 263 362
Fort Wayne 60-275 127 183 259
Indianapolis 60·349 166 225 302
South Bend 43-374 137 204 298
Terre Haut. 81-413 190 273 389

Iowa:

Burlington ... 65·286 162 216 284
Charle. City 39-308 140 205 295
Clarinda 1 ..... 75·376 162 220 295
De. Moines 30·319 136 198 284
Dubuque 54·389 175 251 356
Sioux City 56·336 135 205 308
Rockwell City 40·391 137 216 335

See faolnote 01 end of lable.

Value. of erosion index (EI)

Location Ob••rved
22-year 50-percent 20-percent 5-percent
range probability probability probability

Kansas:
Burlingame 57-447 176 267 398

~ew

ConColleyville 66-546 234 339 483
New J

Concordia 38-569 131 241 427
AliaDodge City 16·421 98 175 303 Morl

Goodland .. 10-166 76 115 171
Tr."Hays l 66-373 116 182 279

New
Wichita 42-440 188 292 445 Alb

Kentucky: Ro.
Lexington 5<4-396 178 248 340

New
Louisville 84·296 168 221 286

Alb
Middlesboro 107·301 15<4 197 248

Bing
Louisiana: Buff

Lake Charle. 200·1019 572 786 1063 Gen
New Orleans 273-1366 721 1007 1384 Mar
Shreveport 143-707 321 445 609 Roch

Maine: Solo
Caribou .. 26·120 58 79 106 Syra
Portland .. 36·241 91 131 186

~arth
Skowhegan 39-149 78 108 148

A.h
Moryland:

Cha
Baltimore 50-388 178 263 381

Gre
Massachusetts: Role

Saston 39-366 99 159 252 Wil
Washingfon 65·229 116 153 198

North
Michigan:

Bis
Alpeno 14·124 57 85 124

Oevi
Detroit 56-179 100 134 177 Farg
Ea.t Lansing 35·161 86 121 166 Will
Grand Rapid. .... 33-203 84 123 178

Ohio:
Minnesota:

Cine
Alexandria 33-301 88 147 240 ,-

Clev
Duluth 7-227 84 127 189

Col
fosston 22-205 62 108 184

Col
Minneapolis 19-173 94 135 190

Co.
Rochester .... 46-338 142 207 297

Day
Springfield 37-290 96 15<4 243

Tole
Miuiuippi:

Oklah
Meridian 216-820 416 557 737

ArdOxford .......... 131·570 310 413 5<43
C"eViek.burg 165·786 365 493 658
GUI

Missouri:
McA

Columbia 98·419 214 297 406
Tul.

kanlos City 28·361 170 248 356
Orego

McCredie l ~-410 189 271 383 Pen
Rollo 105-415 209 287 387 Port
SpringfIeld 97·333 199 266 352

P"'"ISI. Joseph 50·359 178 257 366
Erie

St. Louis 59-737 168 290 488 Fro
Montano:

Har
Billings 2·82 12 26 50 Phil
Greot Fall. 3·62 13 24 44 S..
Miles City 1-101 21 ~O 72 Pitt

Nebraska Roo
Antioch 18· 131 60 86 120 Scra
lincoln 44-289 133 201 299 Puerto
lynch 34·217 96 142 205 Son
North Platte 14·236 81 136 224
Scribner 69·312 15<4 205 269
Valentine 4·169 ~ 100 153 I C

.. -

:~

. ·r"·:-
;...~_':"......-
'.~~~

~.:~.-:

~i~J\
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TABLE 17.-0bserved range and 50-, 20-, and 5- percent probability values of erosion index at each of 181 ,.
key locations-Continued

Vulues of erosion index (EI) Values of .rosion index (EI)

Location Observed location Observed

22 4 year 50-percent 20·percent 5·percent 22.yoar 50· percent 20-percent 5-percent

range J)robobility probability probabilify range probability probability prabobillfy

New Hampshire:
Rhode Island:

Concord 52·212 91 131 187 Providence 53·225 119 167 232

New Jersey:
Sourh Carolina:

Atlantic City 71·318 166 229 311 Charleston 17~·1037 387 559 795

Marlboro' 58·331 186 25~ 3~3 Clemson' 138·624 280 38~ 519

Trenton 37 ·382 1~9 216 308 Columbia 81·461 213 298 410

Neow Mexico:
Greenville 130·589 249 3.50 487

Albuquerque 0-~6 10 19 35 South Dakota:

Roswell 5·159 41 73 128 Aberdeen 19-295 74 129 219

New York:
Huron 18·145 60 91 136

Albany ........... ~0·172 81 114 159 I.obel 16-141 48 78 125

Singhomton 20·151 76 106 146 Rapid City 10·1~0 37 6_ 108

8ullalo 20-1~8 66 96 139 Tennessee:

Genevo l 33·180 73 106 152 Chattanooga 163,468 269 3~8 ~~5

Marcellus l 2~-2~1 74 112 167 Knoxville 6~·370 173 239 325

Rochester 22-180 66 101 1.51 Memphis 139·595 272 38~ 536

Salamanca 31·202 70 106 157 Nashville 116·381 198 262 339

Syracuse 8-219 83 129 197 Texos:

North Carolina:
Abilene 27-55~ 146 253 ~27

Asheville .. 76-238 135 175 223 Amarillo 33-340 110 184 299

Charlolle 113·526 229 322 «3 Austin 59·669 270 41~ 62~

Greensboro 102-357 18~ 2~~ 320 Brownsville 46·552 267 386 ~9

Raleigh 152·569 280 379 506 Corpus Christi 12~-559 237 330 ,c51

Wilmington 196·701 358 ~97 677 Dalla. 93·630 263 396 586

North Ookala:
0.1 Rio 19-,c05 121 216 37,c

... -:- Bismarck 9-189 ,c3 73 120 EI Paso .... ,c·85 18 36 67

--t
......:. .. Devil. Lake 21.171 56 90 1~2 Houston 176-1171 ~4~ 67,c 1003

.. forgo .. . 5·213 62 113 200 Lubbock .. 17.,c15 82 1.58 295

Williston . . . . . . . . . . ,c·71 30 ,c5 67 Midland 35·260 82 139 228

; :,~.
Ohio:

Nacogdoches 153-769 ,cOl .571 801

Cincinnati 66-352 146 211 299 So'n Antonio 77·635 220 353 556

,....
Cleveland 21-186 93 132 185 Templ~t 81·6,« 261 379 ~2

Columbiana 29-188 96 129 173 Victoria 108-609 265 385 551

Columbus ... ,c5·228 113 158 216 Wichita Fall. 79·558 196 298 ,c~7

Coshocton I 72·,c26 158 235 3~3 Vermont:

Doyton .. , 56-2~5 125 175 2,c0 Burlington 33·270 72 114 178

Toledo 32-189 83 120 170 Virginia:

Oklahoma:
Blacksburg I 81-2,c5 126 168 221

Ardmor~ .. 100-678 263 395 582 Lynchburg 64·366 164 232 32,c

Cherokee I ~9·320 167 2~2 3~5 Richmond 102·373 208 275 36\

Guthrie l 69'4~1 210 316 467 Roanoke 78·283 129 176 237

McAlester 105·7~1 272 ,cll 609 Washington:

Tulsa .... 19·58,c 2,c7 3.(7 ,c78 Pullman l .. , 1·30 6 12 21

Oregon:
Spokane 1-19 7 11 17

Pendll!ton 2·28 ,c 8 16 Weit Virginia:

Portland .. 16·80 ~O 56 77 Elkin. ~3·223 118 158 209

Pennsylvania:
Hunting,on 56·228 127 173 233

Erie 11·534 96 181 331 Parkersburg 69·303 120 165 226

Fronklin 50·228 97 135 18,c Wiscaniin:

Harrisburg ,c8-232 105 146 199 Green Bay 17·1~8 77 107 1,c7

Philadelphia 72·361 156 210 282 laCrosse I 61·385 153 228 331

See footnote at end of tablo. Madison 38·251 118 171 2~5

Pittsburgh ~3·201 111 U8 19~ Milwaukee 31·193 93 139 202

Reading 8~·308 1,c~ 20~ 285 Rice lake 2~·334 122 202 327

Scranton 52-198 104 1,c0 188 Wyoming:

Puerto Rico:
Casper .. 1-2,c 9 15 26

San Juan 203 ·577 345 ~~5 565 Cheyenne 8-66 28 ,c3 66

I Comp,,",'otions based on SEA rainfall records. All others ore based on Weather Bureau records.
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TABLE lB.-Expected magnitudes of single-storm erosion index values
Index values normally exc••ded once in- Index values normally exceeded once in--Location

Alabama:
Birmingham .......•......
Mobile .
Montgomery

A,konlos:
Fort Smith .
lillie Rock .
Mountain Home .
Texarkana .

California:
Red Bluff .....
Son luis Obispo

Colorado:
Akron ., .........•...
Pueblo _ .
Springfi.ld .

Connecticut:
Hartford
New Haven

Diltrict of Columbia ..
Florido:

Apalachicola .
Jacksonville
Miami .

G...,gia:
Atlanta
Augulta ....•............
Columbus .
Macon .
Savannah .

•

.tkinlville .........•...
II:

airo .
Chicago .
Dixon Springs .
Moline .
Rantoul .
Springfield .

indiana:
Evonsvill.
Fort Wayne ..•.......
Indianapolis .
South Bend .....•..•...
T.rr. Haut• ..............

Iowa:
Burlington ......•.
Charlel City .......•.....
Clorinda
Des Moines , ...•.....
Dubuque .
Rockwell City .
Sioux City .

yeor

1

~

97
62

43
41
33
.51

13
11

22
17
31

23
31
39

87
92
93

49
34
61
.53
82
.52

39
33
39
39
27
36

26
24
29
26
42

37
33
35
31
43
31
40

years
2

77
122
86

65
69
46

73

21
1~

36
31
.51

33
47

57

124
123
134

67
50
81
72

128
71

63
49
56
50
39
.52

38
33
41
41
57

48
47
48
4.5
63
49
.58

yean
~

110
1.51
118

101
115
68

10.5

36
22

63
60
84

50
73
86

180
166
200

92
74

108
99

203
98

101
77
82
89
56
7.5

56
45
60
65
78

62
68
66
67
91
76
84

years
10

132
158
87

132

49
28

87
88

112

64
96

108

224
201
253

112
94

131
122
272
120

135
101
10.5
116
69
94

71
56
7~

86
96

72
85
79
86

114
101
10.5

yean
20

170
194
172

167
211
105
163

6.5
34

118
127
1.52

79
122
136

272
236
308

134
118
152
146
358
142

173
129
130
145
82

117

86
6.5
90

111
113

81
103
94

105
140
129
131

Location

Kansal:
Burlingame .
Coffeyville .
Concordia .
Dodge City .
Goodland .
Hays .
Wichita ............•.....

Kentucky:
lexington .
louilville .
Middlelboro .

Louisiana:
New Orleans
Shreveport

Maine:
Caribou .
Portlcnd .
Skowhegan , .

Maryland:
Ilaltimor.

Manacnusetts:
Boston .
Washington

Michigan:
Alpena .
Detroit .............•....
East lansing
Grand Rapids

Minnesota:
Duluth .
Fosston .
Mi~n.opolis .
Roche.t.r .
Springfield .

Minislippi:
M.,idian .
Oxford ..
Vicklburg .......•....

Missouri:
Columbio
Kansas City
McCredi. . .
Rollo _ .
SpringfIeld
St. Joseph '

Montano:

Great Falls ...•..•.......
Miles City

N.b,a,ka:
Antioch .....••.....•.
Lincoln .............•....
lynch ................•..
North Plalle ........•...
Scribner .
Val.ntine .

year

1

37
47
33
31
26
35
41

28
31
28

104
55

1.
16
18

41

17
29

14
21
19
24

21
17
2.5
41
U

69
48
57

43
30
35
43
37
45

4
7

19
36
26
25
38
18

years
2

51
69
53
47
37
.51
61

46
43
38

149
73

20
27
27

59

27
3~

21
31
26
28

34
26
35
58
37

92
64
78

58
43
5~

63
51
62

8
12

26
.51
37
38
.53
28

years
5

69
101
86
76
53
76
93

80
59
.52

214
99

28
48
40

86

43
41

32
4.5
36
34

.53
39
51
85
60

12~

86
111

77
63
89
91
70
86

14
21

36
74
~

59
76
4.5

year5

10

83
128
116
97
67
97

121

114

72
63

270
121

36
66
51

109

57
45

41
56
43
38

72
~1

~

105
80

1.51
103
136

93
78

117
11~

87
106

20
29

4.5
92
67
78
96
61

years

20

100
159
1~

124
80

121
150

1.51
8~

73

330
141

.u
88
63

133

73
50

50
68
51
42

93
63
78

129
102

176
120
161

107
93

1.51
140
102
126

26
38

.52
112
82
99

116
77

.....

New Ham
Concord

New Jers.
Atlantic
Morlbor
Trenton

New Mexi
Albuque
Roswell

Now York
Albany
Binghom
8uffolo
Morcellu
Rocneste
Solamon

SyracUSf
North Cor

....hevill
Chorloll
Gre.nsb
Roleigh
Wilming

North Do
Devils l
Forgo
Willilto

Ohic:
Cincinn
CI.vela
Columbi
Columb
Coshoct
Dayton
Toledo

Oklohomo
A,dmor
Cheroke
Guthrie
MeAlelt
Tulsa ..

Oregon:
Port Ian

Pennsylvo
Fronklin
Harrisb
Philodel
Pillsbur
Reading
Scronto

Puerto Ri'
Son Ju

Rhode III
Provide



...
~._-_._~.._.

-ri- I~
PREDICTING RAINFALL EROSION LOSSE&--A GUIDE TO CONSERVATION PLANNING 55 I

TABLE l8.-Expected magnitudes of single-storm erosion index values-Continued
~

Index values normally exceeded once in- Index values normally exceed.d once irt-"

Location yeor years years years years Location yeor yean yeors yeor. years

., 2 5 10 20 1 2 5 10 20

N~w Hampshire: South Carolina:

Concord ......... 18 27 A5 62 79 Charleston . ............ 74 106 154 196 240

New Jersey: C'emson ................ 51 73 106 133 163

Atlantic City .......... 39 55 77 97 117 Columbia . ......... 41 59 85 106 132 :~

Marlboro .... 39 57 85 111 136 Greenville . ........... « 65 96 124 153

Trenton ...... 29 48 76 102 131 South Dakota:

N~w Mexico: Aberdeen ... .......... 23 35 55 73 92

Albuquerque 4 6 11 15 21 Huron ..... ............. 19 27 40 50 61

Roswell . . . . . . . . . . 10 21 34 45 53 Isabel 15 24 38 52 67

New York:
Rapid City .............. 12 20 34 48 64

Albany 18 26 38 47 56 lennel$ee:

Binghamton 16 24 36 47 58 Chattanooga ............. 34 49 72 93 114

Buffalo 15 23 36 49 61 Knoxville 25 41 68 93 122

Marcellus 16 24 38 49 62 Memphi' 43 55 70 82 91

Rockester 13 22 38 54 75 Nashville 33 49 68 83 99

Salamanca 15 21 32 40 49 Texas:

Syracuse 15 24 38 51 65 Abilene 31 49 79 103 138

North Carolina: Amarillo 27 47 80 112 150

Ashevill. ... 28 40 58 72 87 Austin . . . . . . . . . 51 80 125 169 218

Charlottt. .. 41 63 100 131 164 Brownsville .... 73 113 181 245 312

Greensboro 37 51 74 92 113 Corpus Christi 57 79 lU 146 171

Ral~igh ... .......... 33 77 110 137 168 Dallas 53 82 126 166 213

Wilmington 59 87 129 167 206 Del Rio « 67 108 1« 182

North Dakota:
EI Palo 6 9 15 19 24

Devils lake ... 19 27 39 49 59 Houston 82 127 208 275 359

Fargo .. 20 31 54 77 103 lubbock . .......... 17 29 53 n 103

Williston 11 16 25 33 41 Midland ............ 23 35 52 69 85

Ohio:
Nacogdoches ............ n 103 138 164 194

Cincinnati 27 36 48 59 69 San Antonio ............ 57 82 122 155 193

Cleveland ............. 22 35 53 71 86 lempl~ .... 53 78 123 162 206

Columbiana ............. 20 26 35 41 48 Victoria ............. 59 83 116 146 178

Columbus ............... 27 40 60 n 94 Wichita Fa lis . ............ 47 63 86 106 123

Coshocton ............... 27 45 n 108 143 Vermont: IDayton ................ 21 30 « 57 70 &urlington . .............. 15 22 35 47 58

Toledo . . . . . . . . . . 16 26 42 57 74 Virginia:

.:"--
Oklahomo:

Blacksburg ............. 23 31 41 48 56

Ardmor. ............... 46 71 107 141 179 lynchburg 31 45 66 83 103

Ch~rokee . . . . . .. . . . 44 59 80 97 113 Rid,mond ................ 46 63 86 102 125

Guthrie .................. 47 70 105 134 163 Roanoke 23 33 48 61 73

McAlester ........... 54 82 127 165 209 Washington:

Tulsa ............ 47 69 100 127 154 Spokane 3 4 7 8 11

Oregan:
West Virginia:

Portland ............. 6 9 13 15 18 Elkins . .. 23 31 42 51 60

Pennsylvania:
Huntington ........... 18 29 49 69 89

Franklin ............... 17 24 35 45 54 Parke..burg 20 31 46 61 76

Harrisburg ... ........... 19 25 35 43 51 Wisconsin:

Philadelphia ......... .. 28 39 55 69 81 Gr.en 8ay . .......... 18 26 38 49 59

Pittsburgh ............... 23 32 45 57 67 LaCrosse .. . ............. 46 67 99 125 134

Reading ... 28 39 55 68 81 Madilon ............... 29 42 61 n 95

Scranton .. 23 32 4~ 53 63 Milwaukee 25 35 50 62 74

Puerto Rico:
Rice Lake ............. 29 45 70 92 119

San Juan .. . . . . . . .. . . 57 87 131 169 216 Wyoming:

Rhode Island:
COlper .. ............... ' 4 7 9 11 14

Providence ............... 23 34 52 68 83 Cheyenne . .......... 9 14 21 27 34
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e 1 tlha = 2.242 tans per acre (7)
1 t-m/hal em = 0.269 h-tons per acre per inch

1 E = 0.683 Em
'30m = 2.54 130
(EO = 1.735 EIm
1 K = 1.292 Km

Factor R. The procedure for computing (EIlIn for
a given rain period is similar to that described in
the preceding section for computation of EI, but
the input data will be in different units. If the rain
gage chart used for the preceding example hod
been calibrated in millimeters, the computation
would have been as follows:

Chart r~odings Storm increments Energy
Depth Duration Amount Intensity Per ForTime
(mm) (min) (em) (em/h) incrementem

4:00 0
:20 1.2 20 0.12 0.36 175 21
:27 3.0 7 .18 1.54 226 41
:36 8.8 9 .58 3.87 263 153
:50 26.6 14 1.78 7.68 289 514
:57 30.4 7 .38 3.26 256 97

5:05 31.7 8 .13 .98 220 29
:15 31.7 10 0 0 0 0

e :30 33.0 15 .13 .52 184 24--lotah 90 3.30 879
Kinetic energy of the storm = 879(10") = 8.79

TABLE 19.-Kinetic energy of rainfall expressed in foot-
tons per acre per inch of rain'

Intensity
inch per 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

hour

0 254 354 412 453 485 512 53~ 553 570
0.1 585 599 611 623 633 643 653 661 669 677

.2 685 692 698 705 711 717 722 728 733 738

.3 743 7~8 752 757 761 765 769 773 777 781

.4 784 788 791 795 798 801 804 807 810 814

.5 816 819 822 825 827 830 833 835 838 840

.6 843 845 847 850 852 854 856 858 861 863

.7 865 867 869 871 873 875 877 878 880 882

.8 884 886 887 889 891 893 894 896 898 899

.9 901 902 904 906 907 909 910 912 913 915

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1 916 930 942 954 964 974 984 992 1000 1008
2 1016 1023 1029 1036 1042 1048 1053 1059 1064 1069
3 '1074

• Computed by the equation, E = 916 + 331 log,,, I, where E =
kinetic energy in foot-tons per ocre per inch of rain, and I = rain
fall intensity in inches per hour.

'The 1074 value aiso applies for all intensities greater than 3e/h (.e., text).

TABLE 20.-Kinetic energy of rainfall expressed In

metric ton-meters per hectare per centimeter of rain'
Intensity

emlh .0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0 0 121 148 163 175 184 191 197 202 206
1 210 214 217 220 223 226 228 231 233 235
2 237 239 241 242 244 246 247 249 250 251
3 253 254 255 256 258 259 260 261 262 263
4 264 265 266 267 268 268 269 270 271 272
5 273 273 274 275 275 276 277 278 278 279
6 280 280 281 281 282 283 283 284 284 285
7 286 286 287 287 288 288 '289

• Computed by the equation E = 210 -;- 89 10g",I,
where E = kine1ic energy in metric-.ton meters per hectare per centi-

meter of rai n, and
I = rainfall intensity in centimeters per hovr.

'The 289 value also applies for all intensities greater than 7.6
em/h.

Values for column 6 are obtained by entering
table 20 with the intensities listed in column 5, and
their sum, 879, is the kinetic energy (Ell,) of the 3.30
em of rain expressed in metric ton-meters per hec
tare. The constant factor of lo-~ used for ·the En
glish system should be applied here also so that
storm (EI)", values will usually not exceed 100. The
maximum amount of rain in any 30-minute period
was 2.74 em, from 4:27 to 4:57. Therefore bO Ill =
2(2.74 = 5.48 em/h. (EI)Il' = 8.79(5.48) = 48.17

The procedure for combining storm EI values for
local erosion index values was fully described in
the preceding section. For predicting average an
nual soil losses from rainfall and its associated
runoff, R equals the erosion index. Where runoff
from thaw, snowmelt, or irrigation is significant,
an R< factor must be added to the EI value as
previously discussed,

Where adequate rainfall intensity data are not
available, the erosion index cannot be estimated
solely from annual precipitation data. It is a func
tion of the sizes and intensities of the individual
rainstorms, and these are not closely related to an
nual precipitation. Therefore a given annual rain
fall will indicate only a brood range of possible
values of the local erosion index. However, the
United States data indicate that the range of likely
values can be somewhat narrowed by knowledge
of the general climatic conditions in the particular
geographic crea.
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In the U.S. Northern and Northeastern States,

the :Hinter precipitation generally comes as snow
and low-intensity rains, ut erosive intensities oc
cur during the spring on summer. There, the local
erosion index values, (EI III' have ranged from 2P
52 to 2.6P, where P is the average annual pre·
cipitation expressed in centimeters. In several
Northwestern States, where rain intensities rarely
exceed 2.5 cm/h, the annual (EI)m is generally less
than P, but R~ values are high. Near the Gulf of
Mexico and along the southern half of the Atlan
tic Coast, the rainfall characteristics are substan
tially influenced by coastal storms, 24-h rainfall
exceeds 1D cm at least once in 2 years, on the
average, and erosive rains occur in nearly every
month of the year. There, erosion index values
range between 4.2P and 6.7P. Values computed
from the few long-term, recording-raingage rec
ords available for the islands of Hawaii and
Puerto Rico were also within this range. In the
large region between the northern and southern
extremes mentioned above, the annual (EI)1I1 values
range from 2.5P to 4.5P. Brief, high-intensity thun
derstorms are common in this region during the
summer months, but general rains of longer dura·

tion also occur.
Where data are adequate to determine 2·year

probabilities of 6-hour rainfall, these probabilities
may provide more specific estimates of the local
erosion index values. In the U.S. data, local ero
sion index values were approximately equal to the
quantity 27.38 p~.17, where P = the 2-year, 6·hour

precipitation in inches. Converted to the recom
mended metric units, (El)m equals approximately
6.28p2.l7, where P is expressed in centimeters. How

ever, this estimating procedure should not be sub·
stituted for the standard erosion index calculation
procedure where adequate intensity data are avail
able.

Factor K. This factor is the overage soil loss in
metric tons per hectare per unit of (EI)"" measured
on unit plots of the given soil. A unit plot is a 22-m
length of uniform 9 percent slope that has been
in clean follow for more than 2 years and is tilled
to prevent vegetative growth and surface crusting
during the period of soil loss measurement. If a
gradient other than 9 percent must be used, the
data are adjusted by an LS factor available from

figure 11. If the soil-erodibility nomograph (fig. 3)

is used to evaluate K"" the K value read from the
nomograph is multiplied by a conversion factor

of 1.292.
The most accurate direct measurement of K for

a given soil is obtained by measuring soil losses
from unit plots under natural rain for at least 5
years, beginning 2 years after the clean-follow
condition was established. This permits averaging
the interactions of soil erodibility with antecedent
soil moisture, storm size, and other randomly dis
tributed variables. The follow plots receive the
some annual tillage as conventionolly tilled row

crops.
Using rainfall simulators to evaluate K is quicker

and less· costly, but it requires caution. A one·time
simulator test, even though replicated on several
plots, measures soil loss from only one storm size
and rain intensity, on one set of antecedent con·
ditions, and these mayor may not represent nat
ural rainfall patterns. When simulated rainfall is
used to evaluate K, measuring the soil losses for
four or five successive 3D-minute periods is helpful
so that the segmented data can be rearranged to
represent small, intermediate, and large storms
beginning at various antecedent soil moisture
levels. These can be weighted according to their
probability of occurrence in natural rainfall (58).

Factor LS. Selecting 22 m as the basic slope
length and retaining 9 percent as the basic slope
gradient leaves the LS values essentially un·
changed from those used in the English system of
units. For uniform slopes, LS may be obtained by
entering figure 11 with the field slope length ex·
pressed in meters. For concave or convex slopes,
the value read from figure 11 should be modified
by the procedure given in the subsection Irregular

Slopes.
Factors C and P. Soil loss ratios (table 5) and P

values (tables 13, 14, 15) are not affected by the
units selected for the other factors. However, in
countries where crops and forming techniques are
different from those reflected in table 5, measure·
ments of soil loss reductions attainable with feasi.
ble changes in crop system, tillage methods, and
residue management may merit priority over es
tablishing EI and K values.
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TOPOGRAPHIC FACTOR LS
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AH-537, PREDICTING RAINFALL EROSION LOSSES
A GUIDE TO CONSERVATION PLANNING

ERRATA

The following corrections and minor additions should be made with
pen and ink in existing desk copies of AH-537. Corrected words or
numbers have been identified by underlining. Additional footnotes thaI
were added to clarify original content con be inserted in the lower

margins of the indicated pages.

5

9

18

19

23

24

32

Insert footnote symbol ' after the definitions of
Rand K in column 1 and odd foolnole:

• The .rolion index vah,•• in ftgur•• 1 and 2 and the EI valu••

us.d in rhe tell' hove It,. dimension 100 (foot·ton inch)/

(au. hour). K valu•• in tabl•• 1 and 2 and t1gurw J or. in Ion.

p.' ocre 1M' EI unit and have 11'1. dimension. 0.01 (ton ocre

hour) I (acr. '001·'0" inch I.

Eql,lotion 12) !. = 916 + 331 logl.~'

where!!. is kinetic energy in fool-Ions per acre-inch
and 1 is inlensity in in/h (62). A limit of 3 in/h is

imposed on 1. ...

column 2. Change foolnole number from' to ~

column 1. Change fOOl note number from ' to ~

column 1, last senlence. Insert fOOl note symbol T

after "The expected effects of mulch and canopy
combinations" and add foolnote in lower margin:

'Figur•• 6 ond 1· 0"'0 tobl. $ an",,,,. that ,Iope--Ienglh Ii.it,

for fuJI eftectiven... of relidue mulch•• 01 the stated rot•• are not

uceed.d. "yond 11'1.,. limits, th. sublador for mulch .ffect op·

prooch.. 1.0. Th. l.ngth limits vary inversely wilh mulch rot.,

runoff d.p'h and v.locity. b",' ha.... not b..n pr.cil.ly deftn.d by

r.,.arch.

FIGURE 6 and 7. Change the ordlnat. lab.l. frOft'! "SOIL·LOSS

1.0.TlO" t. SUBFACTOR FOR EFFECT Of COVER.

TASlE 5, lin. 160. Chang. 50 perunt 10 !..Q p.rc.nt and r.duc.

Ih. rolio for cropstog. 1 from 56 10 !.!.

Add to foo'not. 4: s•• also footnote '. pog. 19,

Change fool not. 1J to: Di.,ide the winter·cover p.riod info crop·

"age. for th. I ••ded co.,.r end u'e line' 132·14'.

TABLE 10. Corrected tille: Factor C for permanenl
posture, range, idle land, or grazed woodland'

Change second calegory of vegetative canopy to:
Tall grass, weeds or bushes wilh average drop fall
heigh I of lesslhan 3 ft-.'--

footno'. I; The Ii.ted C "'01",•• 0""'•• Ihot th.....g.to'ioft oftd

,""Ich or. randomly di.,rib"f.d 0".' the .nti,. 0"'0.

for grazed woodland with high buildup of organic moU... in ,h.

lop,oil und.r permon.nt for.,t condi'ion., multiply th. table

volu•• by 0.7.
for or.a. rhot ho.... been mechanically disturbed by root plow

ing, impl.ment Iroffic or ather megn., ..... lobi. 5 ~ 12.

footnote ., G, cO\'., 0' ,urian i. grail. gralilike plont., ~ d..

caying compacted d",ff. (O.l.t. "M Ii"_ at lea.t 2 in d••p"

Add foot not. ': 'Th. portion of a grau « w.ed co".r that

contacts th. soil surian during a ra;nllorfll and int.rl.rn with

water ftow 0"'.' Ih. 10il ,u,'oc. i. included in "co...., at the "".

face:' Th. r....oind... i, included in canopy co.,.... U,. loble $.• few

n.o,l., campi.'. grou co....,...

TABLE 11.

Se<ond colu"," headin,_ O".t. "at l.aat 2 in d..p."

footnote I: Th. ref.r.nc•• 10 tottl. 6 t.houJd be '0 faOI. !.Q. and

th. following may be odd.d, For sil.. lhat are me<hanicolly 'r.clt.d

following harv• .,. 1,1'. lobi. 12.

TABLE 12. foot not••• and t. Th. re'....nc.. to lobi.. 6 and 7
Ihould be 10 tobl•• tE and U, ,••p«ti.,eI.,.

TABLE 1:3, footnote I. Change the word " ••"'ings" to planting•.

TASlE 14, footnote I. C for all.rnate ,trip. of raw crop and~

groin.

column 2, line 6. 0.5 should be 0.05 in of precipi
tation ...
cenlered heading. Insert foalnote symbol • after
Conversion to Metric Syslem and add footnole in
lower margin:

IS•• suppl.ment for a r.co.....nd.d .,.trication of Ih. USLE in

rh. Int.,notianal S.,.f•• of Unit. (SI), which may b. lub,tituf.d

for this ••ctio...

TABLES 19 and 20, foot nat... Chong. e 10 !. and I to .!. in th.

en.'gy equotian,.

hlow 'he footnot•• for table 20. in,.rt the not. I Th. tabl.

"alu•• multipli.d by 9.11 would .q... al kilojoul•• of .n.rgy in the

SI sy,t....

33

35
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51

56
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